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Abstract 
Spatial inequality in global economic development has left Africa with the least progress 
in improving living standards among developing regions of the world. Moreover, there 
are strong neighborhood effects within Africa. This paper revisits the explanation of 
unequal growth across countries in an African context. We argue that some of the 
lingering disagreements over the channels through which institutions and geography may 
explain differences in income per capita across countries could be resolved by accounting 
for neighborhood effects often overlooked in past analyses. Through simultaneous 
equations we test how trade, urbanization, and agricultural productivity are affected by a 
country’s policies and factor endowments and the degree to which each aspect of 
economic development is affected by spillovers from neighboring countries. We use both 
limited and full information estimators, based partly on a generalized moments estimator 
for spatial autoregressive coefficients, which allow for spatial error correlation, 
correlation across equations, and the presence of spatially lagged dependent variables. 
With this specification, after controlling for spatial proximity, both institutions and 
geography variables exert, through trade and urbanization, an independent effect on 
income.  
Keywords: Agriculture, economic growth, geography, institutions, simultaneous 
equations, spatial econometrics. 
JEL codes: C31, C33, I18, O13, R12 
 
 1. Introduction 
Starting with the “Great Divergence,” Africa remains the world’s poorest continent.1 In 
2000, the African continent was eight times the level for developed countries (Sala-i-
Martin 2006). However, the overall statistics obscure the strong neighborhood effects 
within Africa, including spatial heterogeneity and dependency (Anselin et al. 1996). 
Income data indicate geographic clustering into subregions of developing and least 
developed countries. Figure 1.1 shows estimated growth profiles for African subregions 
between 1960 and 2005: in 1960, income per capita for (least developed) western, central, 
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and eastern Africa was approximately two-third the level in the (developing) northern and 
southern African regions. By 2005, the income gap had widened, with the least developed 
regions at around one-third of the northern African subregion and one-half of the southern 
African subregion. 

  
Figure 1.1—Per capita income distribution in Africa (in Purchasing Power Parity 
[PPP] terms, in 2000 U.S. dollars) 

 
Source: Constructed by the authors, using 2010 Summers and Heston dataset 

 
 What accounts for this region effect? Following North (1990) and others, 
Acemoglu et al. (2001) argue that key factors determining income and well-being are 
economic and political institutions, including property rights, market infrastructure, and 
price incentives as drivers of investment and economic growth.  An alternative view, 
pioneered by Diamond (1997) and Sachs (2001), uses geographic and technological 
factors to explain income differences—and possibly differences in economic institutions. 
Bleaney and Dimico (2010) demonstrate that geographic factors influence per capita 
income trends directly, as well as indirectly through the quality of institutions. 

A number of factors have been identified contributing to the African continent’s 
poor economic performance, including external conditions, social conditions, trade 
specialization, and low urbanization. External conditions include the legacy of slave 
trading, colonial rule, and political effects of the Cold War; in addition, ethnic divisions, 
religious diversity, and low levels of social capital all contribute to poor institutions 
(Bloom and Sachs 1998; Easterly and Levine 1997; Cinyabuguma and Putterman 2011). 

Trade and urbanization also affect income levels and are strongly influenced by 
geographic conditions. Trade affects income growth through various channels: 
specialization according to comparative advantage; the exploitation of increasing returns 
from larger markets; exchange of ideas through communication and travel; and the spread 
of technology through investment and exposure to new goods. In Africa, heavy 
dependence on a small number of primary exports under volatile terms of trade limits the 
contribution of trade to economic development. Trade is also determined by geographic 
factors (Tinbergen 1962; Anderson [1979] 2000). 
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Cities are generally associated with development (Bradshaw and Noonan 1997) 
and urbanization is often associated with the level of country income (Fay and Opal 
2000). The level of urbanization in Africa is low but growing rapidly, from an average 16 
percent in 1960 to 35 percent in 2000.   

Despite advances in understanding the channels through which trade and 
urbanization affect income levels, finding the best estimates and testing for how 
institutions, trade, and urbanization interact and together affect income per capita remains 
a challenging task. A principal difficulty is the problem of endogeneity: Any observed 
correlation between institutions and income could be due to reverse causality, or to other, 
omitted variables that affect both of them. Some widely cited studies use a system of 
equations as a way of account for reverse causality: Rodrik, Subramanian, and Trebbi 
2004; Easterly and Levine 2003; and Acemoglu, Johnson, and Robinson 2001. These 
studies find that geographic location is correlated with income only through its influence 
on institutions, with no additional effect. Other researchers, however, using other 
variables and specifications, have arrived at different results. For example, Gundlach 
(2004) finds a large and robust influence on income of the degree of malaria transmission, 
a factor that is independent of a country’s institutions but highly correlated with 
geography. Spatial correlation is a third important issue in testing the effects of 
institutions, urbanization, and trade on income per capita.  

This issue has not been addressed sufficiently in the literature, despite the 
obvious geographic clusters of rich countries and poor ones. Geographic clustering could 
be due to spatially correlated attributes, such as climate or access to transport, or to 
demonstration effects, or to interactions among neighbors, as through trade or migration 
(see, for example, Magrini 2004; Abreu, de Groot, and Florax 2005b). Although data for 
some geographic attributes and for some interactions among countries are available, there 
are inevitably omitted variables that could account for geographic correlations, similar to 
the synchronized growth fluctuations in Latin America and elsewhere documented by 
Temple (1999). 

This paper builds on the spatial estimator developed by Kelejian and Prucha 
(2004) to control for very general kinds of neighborhood and spatial spillover effects, 
while allowing for endogeneity of key regressors. This new estimator has been used to 
model, for instance, spatial effects in farmland values by Livanis et al. (2006); it serves to 
raise the bar for each hypothesis by testing against a wider range of alternative processes. 

The remainder of this paper is organized as follows. Section 2 situates the study 
in the literature and introduces a particular simultaneous equation model to accounting for 
several possible channels by which institutions and technology could influence income. 
Section 3 presents the data and provides an exploratory empirical assessment of the 
dynamics over space and time of the key variables in the system. In Section 4 we presents 
the econometric method. In Section 5, we compares the estimation results of a nonspatial 
version of the system to the results based on the Kelejian and Prucha (2004) estimator, 
allowing for spatial error autocorrelation, correlation across equations, and the presence 
of spatially lagged dependent variables. Section 6 presents conclusions. 
 
2. Determinants of Income across Countries: From Theory to Empirics 
The neoclassical representation of economic growth assumes the following production 
function: 



Applied Econometrics and International Development                                        Vol. 11-2 (2011) 

 168 

 ANKFY ,~,~ ,,    (1) 

where the effective labor is ,~ NHN   (with N  representing the labor input and H the 
stock of human capital), K is a vector of physical capital, and A the scalar state of 
technology. In this production function, only physical capital is accumulated. Population 
growth and technical change are exogenous.  

In the neoclassical framework, capital accumulation may occur following two 
paths. One possibility is that savings is exogenous—assumed to be a constant fraction of 
income  1,0s  ( Swan 1956; Solow 1957). In this case, the dynamic of capital 
accumulation is  
        tkgntksftk 

,  (2) 

where n is the rate of growth of the population, g is the economic growth rate,  is the 
rate of depreciation,   tksf  is the investment unit of effective labor,   tkf  is the 
output per unit of effective labor, and    tkgn   is the break-even investment, that 
is, the amount of investment necessary to keep the stock capital at its existing level. 

The other possibility is that the economy-wide savings is made endogenous and 
can be determined by the following optimization problem (Cass 1965; Koopmans 1965): 
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where K  says that capital accumulates from the residual of output, after total 
consumption and depreciation. The coefficient   parameterizes the intertemporal 
elasticity of substitution in consumption, while   is the discount rate, restricted to be 
positive and to exceed the sum of the rates of population growth and technical change. 
Equation (3) maximizes welfare by choosing the level of consumption and thus of savings 
and investment.  

For the constant savings rate approach (equation 2), a balanced growth path is a 
positive and time-invariant capital stock, such that 
  0tk . 

In contrast, from the first order condition of equation 3, the balanced growth equilibrium 
is given by 
  0tc , 

Where   

            kftkntkftc ,0  . 
Under either assumption regarding accumulation of capital, the balanced growth path has 
similar predictions. For a Cobb-Douglas production function, for instance, for both 
assumptions it can be shown that the path in the observable per capita income is given by 
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In such a framework, cross-sectional regression analyses come down to different 
interpretations of equation 4 (Baumol 1986, De Long 1988, Barro and Sala-i-Martin 
1992, Mankiw, Romer, and Weil 1992, and Sachs and Warner 1997). In the first 
interpretation, the term in te  is considered not yet at its limiting value and the rest of the 
right-hand side of equation 4 is given, and equation 4 is considered to explain 
convergence in income. In the second interpretation, the term in te  is taken to be 
already at its limiting value, and the first component of expression 4 is taken to explain 
the cross-sectional distribution of income. 

The first interpretation motivated a number of convergence analyses, beginning 
with the work of Baumol (1986), who established the tendency of the 16 industrialized 
economies to converge toward a common income level. Regressing output growth from 
1870 to 1979 on a constant initial income, Baumol estimated the following equation: 
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where  NYln is the log of income per person,  te  1  is the convergence 
parameter,   is an error term, and i  represents the index for countries. If there is 
convergence,   will be significant and negative, showing that countries with lower 
initial income grow faster. A result 0 would indicate that growth is uncorrelated with 
initial income (no convergence). Baumol’s (1986) results show an almost perfect 
convergence: the estimate of   is almost equal to 1 , and is somewhat precise. Such 
convergence was indeed found by a large number of studies using the specification 
pioneered by Barro (1991), showing convergence to be conditional on both geographic 
and technological variables as well as institutional or policy measures (for example, Sala-
i-Martin 1997). However, the estimated coefficients varied widely, and their 
interpretation remained controversial; see Abreu, de Groot, and Florax 2005a; Dobson, 
Ramlogan, and Strobl 2006. 

Following Klenow and Rodriguez-Clare (1997) and Hall and Jones (1999), 
attention shifted to the second interpretation of equation 4. The central problem became 
determining income levels, focusing particularly on the development of new 
identification strategies such as those introduced by Acemoglu, Johnson, and Robinson 
(2001) to account for the endogeneity of economic institutions and policy choices. 
Assuming a Cobb-Douglas production function, Klenow and Rodriguez-Clare (1997) and 
Hall and Jones (1999) specified an estimation equation to measure directly all ingredients 
of the production function (except technological progress, which is computed as a 
residual): 
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Using data from Summers and Heston (1991), they showed that average output per 
worker in the five richest countries in their sample exceeded the average in the five 
poorest by a remarkable factor of .7.31  They also found that the ingredients in measuring 
output level were not independent of each other. Hall and Jones, for instance, found a 
substantial correlation between physical capital and human capital  60.0  ; a 
considerable correlation between human capital and the residual iA   52.0 ; but 
only a moderate correlation between physical capital and technology  25.0 — 
indicating that countries that use one input in large quantity are also likely to use large 
quantities of all other inputs. This suggests the action of causal forces influencing these 
proximate determinants of output (Hall and Jones 1999).  

Subsequent studies examined these causal factors to explain the differences in 
determinants of output across countries. The role of institutions and policies in 
encouraging investment and production over consumption and diversion of resources 
(Romer 1996)—an idea going back to Adam Smith—has received attention in a large 
number of empirical works: Baumol 1986; Murphy, Shleifer, and Vishny 1991; North 
1994; Sachs and Warner 1995; Knack and Keefer 1995; Mauro 1995; Olson 1996; and 
Acemoglu, Johnson, and Robinson 2001.  

The argument that institutions and policies are crucial in explaining differences in 
income across countries is supported by three kinds of evidence. First is the experience of 
divided countries, such as post-World War II Germany or Korea, and Hong Kong and 
Taiwan, separated from China (Olson 1996). With largely shared climate, natural 
resources, initial levels of physical and human capital, and cultural attitudes, the divided 
countries differed in social and political infrastructure: East Germany, North Korea, and 
China were Communist, whereas West Germany, South Korea, Hong Kong, and Taiwan 
had market economies. 

A second piece of evidence highlighting the importance of institutions is the 
observed cross-country differences in capital-output ratio (differences in marginal product 
of capital, for a Cobb-Douglas production function). The apparent gap between the 
marginal product of capital and private incentives to invest could be explained by tax 
rates, corruption level, risk of expropriation, and other institutional obstacles.  

A third type of evidence for the influence of institutions on growth comes from 
statistical assessments of the relationship between social infrastructure and output, 
focusing mainly on developing new identification strategies to account for endogeneity of 
economic institution and policy choices (North 1990; Sachs and Warner 1995; Knack and 
Keefer 1995; Mauro 1995; Murphy, Shleifer, and Vishny 1991; Temple and Johnson 
1998; Acemoglu, Johnson, and Robison 2001). 

Although persuasive, the institutional and policies argument leaves a number of 
questions unanswered questions: What are the determinants of the social infrastructure? If 
good institutions and policies are all that a country needs to increase its output, why don’t 
we see all countries adopt the same types of institutions and policies to increase their 
levels of output? 
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An alternative explanation of why some countries use more inputs than others is 
the impact of geography. Biophysical obstacles to improving agricultural productivity, 
public health, and transportation infrastructure could explain cross-country differences in 
average incomes and also influence economic institutions and policies (Diamond 1997; 
Landes 1998; Sachs 2001; Sachs and Pia 2002; Bloom and Sachs 1998; Miguel and 
Kremer 2004; Gallup and Sachs 2001; Gallup, Sachs, and Mellinger 1999). 

The most compelling evidence for the geographical argument is provided by 
world income distribution data. Summers and Heston’s (2010) data show that per capita 
GDP in Northern Africa —only 2.1 times larger than that of Eastern Africa in 1960—was 
4.4 times larger by 2007. Similarly, per capita GDP in Southern Africa —only 2.2 times 
larger than that of Eastern Africa in 1960—was more than 3.4 times larger in 2007. 

Representing per capita income as of 1995 on a world map, Bloom and Sachs 
(1998) and others have observed two striking geographical associations with output. First, 
countries located between 23.45 degrees north and south latitudes are all relatively poor; 
rich countries are in middle and high latitudes. Second, coastal economies are generally 
richer than landlocked economies. Specific geographical variables have been used in an 
increasing number of statistical assessments: latitude, disease ecology, and access to 
navigable waterways (Masters and McMillan 2001; Masters and Sachs 2001; Sachs 2003; 
Easterly and Levine 2003, Bleaney and Dimico 2010). Various statistical tests offer 
support for both the institutional and the technological drivers of economic growth.  

This paper allows different types of spatial autocorrelation processes to affect a 
variety of endogenous variables, in addition to income. For this purpose, we adopt an 
explicit three-stage least squares (3SLS) approach, using panel data in a system of 
simultaneous equations. By identifying the entire system, the role of each possibly 
endogenous determinant of income can be tested through its association with particular 
exogenous variables. Our identification strategy rests on that exogeneity, together with 
the exclusion restrictions by which those variables are tied to particular development 
channels (see, for example, Klein and Vella 2005). These identification assumptions are 
considered plausible and are not tested here. Rather, our goal is to posit a relatively large 
and general representative system. 
Endogenous Variables 
The particular system of equations we use specifies six endogenous variables that jointly 
influence income, widely cited in the growth literature: 
1. agricultural output, measured by net production at international prices 
2. infant mortality, used as a general measure of health 
3. institutional quality, based on a combination of measures detailed below 
4. urbanization, the fraction of the population living in towns and cities 
5. trade, the sum of exports plus imports as a fraction of GDP 
6. income, real GDP per capita (in constant 2000 USD) 
Each of these endogenous variables has been widely used in the growth literature.  
Exogenous Variables 
The variables that we assume to be exogenous are defined as follows: 
a. A set of farmland and climate variables, which help identify the potential influence of 
agricultural output: The specific variables we use are estimates of agricultural land area, 
average land quality, prevalence of frost in winter, and annual rainfall. (Included as 
potential determinants of agricultural production in equation 1 but excluded elsewhere. 
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b. A disease ecology variable, which helps identify the potential influence of disease 
transmission on health: The specific variable we use is malaria ecology (Kiszewski et al. 
2004), which captures the ease with which a mosquito-borne disease would spread from 
person to person, whether or not the disease is actually present. This is included as a 
potential influence on agricultural (labor) productivity in equation 1 and on infant 
mortality in equation 2 but excluded from any direct effect elsewhere. 
c. A set of social history variables, which help identify the role of institutional quality: 
The specific measures we use are the percentages of the population that are Protestant, 
Catholic, or Muslim These measures capture the degree to which a country has been 
influenced by world cultures that spread through migration and military conquest out of 
northern Europe, southern Europe, or the Middle East, respectively.2 These variables are 
included as potential determinants of institutional quality in equation 3 and are excluded 
elsewhere. 
d. A coastal location variable, which helps identify the potential impact on growth of 
either agglomeration in cities or international integration through trade: The specific 
coastal variable used here is percentage of the population located within 100 kilometers 
of the ocean or a navigable river. This is included only as a determinant of agglomeration 
in equation 4 and of trade in equation 5. 
e. The size of the country, which is used only as a conditioning variable for trade in 
equation 6: Our specific variable is total population. This variable is included because aA 
smaller country will have a larger fraction of its transactions classified as international 
simply because of where its borders are drawn. If that country merged with its neighbors, 
the same transaction would be classified as domestic. This variable is excluded from 
other equations because researchers have found very limited-scale effects in most income 
regressions. 
System of Equations 

The significance of the endogenous variables is econometrically identified and 
tested across six equations using the 10 exogenous variables. The resulting system of 
equations is described below.3 Our goal is to estimate this representative system against 
spatially correlated omitted variables and unspecified neighborhood effects. The system is 
chosen primarily for its size and generality, capturing a wide range of potential growth 
mechanisms and linkages. We focus here on the cross-sectional properties of the panel 
and use time dummies in each equation for each five-year period to absorb any global 
trends.  

The first equation (7) uses ecological variables to identify exogenous 
determinants of agricultural output: 
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(7) 

 
In this equation, agricultural production per capita is a function of land area per capita, 

                                                        
2 Other social history variables—for example, relating to colonial history—could be explored in 
further research.  
3 As noted above, although the implied exogeneity and exclusion restrictions are plausible, 
specification and robustness tests are left to future work.  
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soil quality, the prevalence of seasonal frost and total rainfall, plus the malaria ecology 
transmission index. These factors could be associated with exogenously higher 
agricultural output, which in turn would affect economy-wide income, either positively 
(Mellor and Johnston 1961) or negatively (Matsuyama 1992). 

Equation 8 uses malaria transmission to identify exogenous determinants of 
human capital, health in particular, as measured by infant mortality (imrate): 
 .2222212 ittiitit malariaincomeimrate                               (8) 
Here, infant mortality is subject to feedback effects from income and, potentially, an 
exogenous effect from malaria ecology. An exogenously driven change in health could 
affect income in many ways, including acceleration of investment in schooling. 

Equation 9 uses social history to identify exogenous determinants of the quality 
of a country’s institutions: 
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(9) 

Potential determinants identified here are economy-wide income, the infant mortality rate 
(a measure of human capital), and social history (percentages of the population that are 
Catholic, Protestant, and Muslim). 

Equation 10 uses coastal location as an exogenous driver of opportunities for 
specialization and exchange: 
 .555352515 ittiititit coastalagoutputincomeonurbanizati   (10) 
Here, urbanization may be driven by feedback from income and agricultural output, as 
well as by access to coasts or navigable rivers. 

An alternative route to specialization is captured in equation 11, which identifies 
other determinants of international trade: 
 .666362616 ittitiitit populationcoastalincometrade           (11) 
Here, trade can be driven by economy-wide income, coastal location, and population size.  

The last equation brings the endogenous variables together, without any 
additional exogenous variables: 
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(12) 

This system of equations can be estimated using three-stage least squares (3SLS), but the results 
are likely to be biased due to spatial processes beyond those captured in the regressors. The 
equations may share spatially autocorrelated errors due to spatially correlated omitted variables, 
spatially correlated measurement error, or interaction among neighboring countries (Anselin 
2003). We therefore allow each endogenous variable to be subject to both spatial dependence 
and a spatial autoregressive process in the error term (that is, a spatial ARAR model). To do this 
we utilize a full information estimator based on instrumental variable and generalized moments 
estimators that allow for correlation across equations (Kelejian and Prucha 2004).4 Thus, we 
start with the naïve 3SLS approach and then compare these results to estimates that allow for 
the potential influence of spatial spillovers and spatially correlated omitted variables. 

                                                        
4 Kelejian and Prucha (2007) develop an extended estimator that incorporates heteroskedasticity as 
well, which could be incorporated into any future work in this area. 
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3. Description and Discussion of the Data 
For all time-variant data, we use observations at five-year intervals (1960, 1965, 1970, 
1975, 1980, 1985, 1990, 1995, and 2000), with an average of five annual observations 
centered on the year indicated (1963–1967 for 1965, 1968–1972 for 1970, and so forth).5 
For the data on infant mortality, single-year observations are used at the corresponding 
10-year intervals. 
Regression variables  

The agriculture data are: agricultural output (real international dollars); and land 
used in agriculture (thousands of hectares) (dataset from Masters and Wiebe 2000, 
updated using Food and Agriculture Organization (2004) data6). The land quality index 
reports the fraction of a country’s agricultural land classified in the top three categories of 
suitability for agriculture in the World Soil Resources classification (Masters and Wiebe 
2000).7 Climatic data were compiled by Masters and McMillan (2001) from data 
published by the International Panel on Climate Change (IPCC 1999). Frost prevalence 
refers to the proportion land receiving five or more frost days in winter (December 
through February in the northern hemisphere; June through August in the southern 
hemisphere). The raw data come from the IPCC’s estimated average number of frost days 
per month over 1961–1990. Rainfall is average total annual precipitation for each grid 
cell averaged over the country’s landmass. The country aggregation is based on the 
Climatic Research Unit 2.0 gridded dataset (Mitchell et al. 2003).  

Economic data are drawn from the Penn World Tables 6.2 for national income 
(real GDP per capita, chain indexed) and for trade share (exports plus imports as a 
fraction of GDP). Urbanization data are drawn from the World Development Indicators 
online (World Bank 2006), as the percentage of the population in urban areas. 

Data on infant mortality rates are drawn from United Nations Population 
Statistics (UN Population Division et al. 2007). The estimates of religious affiliation 
(Protestant-Catholic-Muslim) are from the Barro-Lee dataset (Barro 1999). Our malaria 
ecology variable (from Kiszewski et al. 2004) is an index constructed from the 
physiological characteristics of the dominant mosquito species, combined with 
temperature data that determine how long a malaria parasite could survive during 
transmission from person to person. These factors are largely independent of a country’s 
economic activity or its antimalarial efforts. Most important, the index does not include 
data on the density of mosquitoes or the prevalence of infection, both of which can be 
reduced in an otherwise malarial region. Our variable for the quality of national 
institutions is a time-varying index, constructed from data reported by Freedom House 
(2005) and International Country Risk Services (ICRG 2006). The Freedom House data 
represent an average of their measures forindicate a country’s political rights and civil 
liberties; the ICRG index measures degree of corruption, military role in politics, religion 
in politics, law and order, and democratic accountability. Data from these two sources are 
rescaled for comparability and combined to construct a continuous time series from 1960 
to 2000.  

                                                        
5 Note that for 1960 and 2000, only three years are available: 1960–1962, and 1998–2000. 
6 Unpublished output series from Jan Poulisse (personal communication). 
7 Agricultural land is defined broadly to include both “cropland” and “cropland plus natural 
mosaic,” according to the International Geosphere-Biosphere Program classification (United States 
Geological Survey 1999). 
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Overall, the dataset comprises nine five-year averages from 1960 through 2000 
for 30 countries in Africa. Descriptive statistics for each of the variables are provided in 
Table 3.1. (The  list of countries is provided in Appendix Table A.1.) 
 
Table 3.1—Descriptive statistics for regression variables 

Variablea/Statistic Mean Variance Minimum Maximum Skewness Kurtosis 
Agricultural outputb 0.149 0.039 0.014 1.643 5.332 32.614 
Agricultural land (000 
ha) 

0.314 1.224 0.070 9.531 6.350 46.824 

Land quality 8.805 136.076 0.001 56.038 2.720 10.627 
Frostc 0.122 0.070 0.000 1.000 2.100 6.194 
Rainfall (mm) 996.475 321300.400 46.233 2801.867 0.416 3.256 
Malaria 9.652 65.469 0.000 30.095 0.616 2.519 
Population ( 1,000) 9.562 118000.000 0.042 62.775 0.002 0.008 
Infant mortality rate 
(per 1,000 live births) 

122.636 2194.459 13.000 285.000 0.211 2.984 

Trade d 69.011 3130.034 5.048 541.396 4.572 35.878 
Income ( 1,000) e 2.000 3482.276 0.384 10.593 0.002 0.008 
Institutional quality 0.207 0.007 0.143 0.667 2.546 9.971 
Catholic 27.017 560.889 0.100 82.300 0.736 2.650 
Protestant 14.213 191.112 0.000 50.000 0.709 2.526 
Muslim 28.833 1237.289 0.000 99.400 1.018 2.378 
Urbanization 25.470 215.810 2.230 62.790 0.291 2.107 
Coastal f 21.601 950.293 0.001 100.001 1.609 4.432 
Time dummiesg 0.000 0.223 –1.000 1.000 0.000 4.500 
Source: Authors’ calculations. Notes:  Based on 30 African countries, five-year averages from 
1960 through 2000.a See text for full discussion of variable definitions.   b Index of net farm 
production per capita at international prices in 2000 U.S. dollars. c The proportion of land 
receiving five or more frost days per month in winter.d Total trade as a percentage of real GDP 
(exports plus imports divided by real GDP).e Real GDP per capita in PPP terms, expressed in 2000 
U.S. dollars.  f Within 100 kilometers of a seacoast or navigable river. g The time dummies allow 
fixed effects for 1960, 1965, and so forth and are subsequently recomputed as deviations from the 
omitted category, 1960. 
Spatial measure 

The geographic distance between countries is captured through a spatial weights 
matrix, defined a priori and exogenously on the basis of arc distances between the geogra-
phical midpoints of the countries. It is a Boolean proximity matrix; elements are coded as 
inverse distance if the distance between countries is ≤ 2,500 miles. Following Bell and 
Bockstael (2000), we standardize by enforcing row sums to be equal and setting the 
diagonal elements to zero. The resulting spatial weight matrix for a single time slice has 
dimension 30, with 33 percent of the weights being nonzero. The number of links 
between countries ranges from 1 to 15, with an average of 10. The minimum cutoff 
distance to ensure that each country would be linked to at least one other country is 1,800 
miles. The weight matrix for the pooled dataset is defined as a 270  270 block diagonal 
matrix, with the sequence of nine 30  30 matrices on the diagonal. This implies that we 
assume spatial autocorrelation to be strictly contemporaneous. 

Figure 3.1, in the Annex, presents key information for 2000 in maps, specifically 
for the dependent variables in the system of equations developed in section 2.  
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The maps indicate that GDP per capita is highest in northern Africa and southern 
Africa and relatively low in central Africa, especially the Democratic Republic of Congo. 
Similarly, infant mortality rates are highest in central Africa and comparatively low in the 
northern and southern African regions. The spatial distribution of institutional quality 
exhibits a concentration of high-quality institutions in South Africa as well as some 
western African countries, including Benin, Mali, and Senegal.  

For per capita agricultural output, the spatial distribution is much more scattered: 
Lesotho and the Democratic Republic of Congo show the lowest per capita agricultural 
output value, while Uganda, South Africa, Tunisia, and Egypt have the highest. The 
spatial distribution of urbanization level is much more uniform, at 30 percent or higher in 
most countries. No strong spatial pattern emerges for the trade share of GDP. 

Figure 3.2 provides more detail: Moran scatterplots show the spatial distribution 
of the six dependent variables for the latest available period. The standardized value of 
each country’s variable xi is plotted against its spatial lag, which equals the spatially 
weighted average of the xj values with the set of neighbors defined through the i-th row of 
the weights matrix (W). W.x represents the neighboring countries’ weighted average 
value of x: W.trade, for example, represents the weighted average of the trade share in the 
neighboring country. (Weight is given by the inverse distance between countries, defined 
in the weight matrix.) These scatterplots help identify local clusters of spatial correlation, 
spatial nonstationarity, and outliers; the gradient of the trend line equals Moran’s I 
coefficient (see Anselin 1996).8 

Figure 3.2(a), GDP per capita shows a large clustering of countries in the lower-
left quadrant. These are the least-developed countries—that is, lowest-income countries—
surrounded by other countries with similarly low per capita incomes. In our sample, only 
two least-developed countries, Lesotho and Mozambique, are surrounded by neighbors 
that have incomes above the average: Botswana, and South Africa. In contrast, the 
relatively high-income countries are surrounded by neighborhoods with above-average 
incomes (Egypt, Algeria, Tunisia). The outlier (as judged by the 2��rule) is Seychelles, 
which is surrounded by neighbors with mostly average per capita income levels. The 
scatterplot for agricultural output (b) shows a tighter spatial clustering. That is, most 
countries with low levels of agricultural output are surrounded by other countries with 
low levels of agricultural output. Uganda, however, is the extreme outlier; it has a high 
level of agricultural output but is surrounded by neighbors with below-average 
agricultural outputs. The scatterplot for infant mortality (c) clearly shows two separate 
clusters of high infant mortality, one comprising most of the countries of central Africa 
and the other in western Africa. Institutional quality and urbanization (d and e) show a 
similar degree of spatial clustering, with no obvious outliers. In contrast, the trend line for 
trade share (f) displays a negative gradient, showing countries with high trade shares as 
neighbors of countries with low levels of trade share. 

 

                                                        
8 With a standardized weights matrix, Moran’s I is defined as 
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where the variable x is measured in deviations from its mean and wij are the elements of the 
weights matrix. 



Ngeleza,G.K.,Florax,R.J.G.M.,Masters,W.A. Spatial Inequality: Overcoming Neighborhod Effects in Africa 

 177 

Figure 3.2—Moran scatterplots for (a) GDP per capita, (b) agricultural output, (c) infant 
mortality rate, (d) institutional quality, (e) urbanization, and (f) trade share, in 2000 
a b 
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4. Discussion of Econometric Methods 
In two recent papers, Abreu, de Groot, and Florax (2005a, 2005b) stress two important 
implications of the earlier economic growth literature. First, in a quantitative analysis of 
over 600 estimates drawn from nearly 50 convergence studies, they find that correcting 
for endogeneity in the explanatory variables results in significantly higher estimates of 
the rate of convergence. This is in line with earlier findings  in Cho (1996) and Caselli, 
Esquivel, and Lefort (1996). In addition, they document (2005a) that the use of panel data 
and concurrent corrections for unobserved heterogeneity in technology levels and/or 
steady states leads to substantially higher rates of convergence, as confirmed by Dobson, 
Ramlogan, and Strobl (2006). Abreu, de Groot, and Florax (2005b) review the spatial 
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econometric literature dealing with (regional) economic growth. They find that it has not 
established a strong link to prevalent economic growth theories and that it tends to restrict 
the modeling of spatial spillover processes to either a spatial lag or a spatial error model, 
eventually in combination with spatial regimes, to account for nonstationarity in the mean 
and variance. Only recently have spatial methods been more rigorously applied, as in 
Ertur and Koch (2007) and Fingleton and López-Bazo (2006). 

Following the approach outlined in Kelejian and Prucha (2004), this paper uses a 
spatial econometric specification that is less restrictive than previous work in terms of 
spatial correlation. At the same time, this approach accommodates endogeneity as a 
system feedback effect, rather than restricting it to spatial spillover effects. 

In terms of spatial autocorrelation, the specification allows for spatial 
spillover effects through the dependent variable as well as for a spatial 
autoregressive error structure. This specification, known as the spatial ARAR 
model, reads (for a single equation) 

 
,

,






W

XWyy
                                                        (13) 

where y is an (n  1) vector of observations on the dependent variable, X is an (n  k) 
matrix of nonstochastic regressors, W is an (n  n) spatial weights matrix that represents 
the topology of the spatial system, � is an (n  1) vector of iid errors, � is a (k  1) 
vector of regression coefficients, and � and � are spatial autoregressive parameters. 
Substitution and rearrangement of terms in equation 13 leads to 
 
                   11 )()(   WIXWIy .                                                (14) 

Equation 13 thus implies a rather complex form of spatial autocorrelation evoked 
by nested spatial multiplier processes pertaining to both the observable and the 
nonobservable parts of the model (see also Anselin 2003). Testing for spatial 
autocorrelation is nevertheless rather straightforward and can be based on a Lagrange 
Multiplier test—generally known as the SARMA test—for which the asymptotic 
distribution has been derived in a maximum likelihood framework. However, since 
Lagrange Multiplier tests cannot distinguish between locally equivalent autoregressive 
and moving average processes (Godfrey 1988), the SARMA test can also be used to 
detect an ARAR process.9 A distinct advantage of the Kelejian and Prucha (2004) 
systems approach is that it explicitly allows for endogeneity to be taken into account. The 
endogeneity is not necessarily restricted to spatial spillover effects, but it can also include 
the usual system feedback effects. Kelejian and Prucha derive a full information 
generalized spatial systems estimator (GS3SLS) in a sequential estimation procedure 
using the limited information instrumental variable and general moments estimation to 
provide initial estimates of the spatial autoregressive parameters. 

                                                        
9 Anselin and Kelejian (1997) discuss testing for spatial autocorrelation in a model with 
endogenous regressors wherein the endogeneity is caused by systems feedbacks or by spatial 
interaction of an endogenous variable. In the empirical application, we initially use ordinary least 
squares–based tests, although this ignores the endogeneity of some of the regressors. Testing for 
spatial autocorrelation can also be based on the general results for Moran’s I in Kelejian and 
Prucha (2001). 
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Instead of using a purely cross-sectional dataset, we use a panel dataset 
comprising nine time slices centered on 1960, 1965, and so forth through 2000. Although 
we treat the data as independent replications of the cross-sectional data, we do include 
fixed effects for the different time periods, thus accommodating a possible time trend.10  
 
5. Estimation Results 
The results are generated using the same spatial weights matrix throughout the entire 
model, accounting only for spatially lagged dependent variables rather than the more 
general spatially lagged endogenous variables (across equations). Spatially lagged 
exogenous variables are not incorporated. Following Kelejian and Robinson (1993), we 
define the instruments as the linearly independent exogenous variables and their first-
order spatial lags, although alternatives are available (Lee 2003). Table 5.1 presents the 
3SLS results, which account for endogeneity but not spatial effects. Table 5.2 presents the 
full information results using the feasible GS3SLS estimator discussed above. 
 
Table 5.1—3SLS system estimation results, not allowing for spatial spillovers 
Variable Agricul 

tural 
Output 

Infant 
Mortality 

Rate 

Institut 
ional 

Quality 

Urbaniza 
tion 

Trade Income 

Agricultural 
output 

   –0.139*** 
(0.029) 

 –0.072** 
(0.031) 

Agricultural 
land 

0.153* 
(0.090) 

     

Land quality –0.049** 
(0.021) 

     

Frost 0.074** 
(0.040) 

     

Rainfall 0.649***      
 (0.099)      
Malaria –0.263*** 0.048***     
 (0.031) (0.007)     
Infant 
mortality rate 

  –0.392***   –0.995*** 

   (0.101)   (0.084) 
Income  –0.311*** –0.056 0.705*** 0.689***  
  (0.039) (0.056) (0.067) (0.081)  
Institutional 
quality 

     0.224 

      (0.147) 
Trade      0.331*** 
      (0.098) 
Catholic   –0.004***    
   (0.001)    
Protestant   0.002    

                                                        
10 Given that some data offer yearly observations, richer models incorporating spatiotemporal 
dynamics are feasible, but we leave those for future research (see Anselin, Le Gallo, and Jayet 
2006). 
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   (0.002)    
Muslim   –0.002**    
   (0.001)    
Urbanization      0.402*** 
      (0.073) 
Coastal    0.038*** –0.011  
    (0.007) (0.009)  
Population     –0.115***  
     (0.030)  
Constant –6.045*** 6.938*** 0.779 –2.492*** –0.053 9.641*** 
 (0.542) (0.290) (0.853) (0.527) (0.668) (0.528) 
R2 0.40 0.56 0.16 0.50 –0.22 0.30 
Goodness of 
fit 

194.89*** 390.94*** 83.73*** 370.12*** 103.61*** 461.16*** 

Source: Authors’ calculations.Notes: Standard errors are in parentheses. All variables enter in 
logarithmic form, except for the time dummies and the constant. Note that the R2 value is not 
restricted to the usual (–1, +1) interval. The goodness-of-fit test is a Wald test with an asymptotic 
�2 distribution.*p < .10. **p < .05. ***p < .01. 
 

When account for endogeneity but not spatial spillovers, as in the naïve ordinary 
least squares regression (Table 5.3), per capita income in a system context is not 
correlated with institutional quality. However, Table 5.1 shows income having a strong 
and significant link to infant mortality. Agricultural output however appears with a 
counterintuitive sign. Per capita agricultural output is mainly determined by the 
availability of agricultural land; the prevalence of winter frost has the same significant 
effect as in Masters and McMillan (2001), while disease ecology (malaria) also has the 
expected effect. Controlling for income and the time dummies, disease ecology also 
shows strong correlation with infant mortality. Institutional quality is associated 
negatively with infant mortality, but does not have the expected correlation with income. 
The links to institutions from cultural variables appear to be of minor importance. As 
expected, the level of urbanization is positively linked to income, agricultural output, and 
coastal location. Finally, per capita income is strongly negatively affected by infant 
mortality and positively affected by urbanization. 
 Tables 5.1 and 5.2 contain the estimation results for the systems estimators. Table 
5.1 accounts for endogeneity using 3SLS, whereas Table 5.2 accounts for both 
endogeneity and neighborhood effects using the spatial ARAR model. 
 
Table 5.2 —Full information system estimator results for the ARAR specification 
Variable Agri 

cultural 
Output 

Infant 
Mortality 

Rate 

Institu 
tional 

Quality 

Urbaniza 
tion 

Trade Income 

W· agricultural 
output 

–0.761*** 
(0.099) 

     

W· infant 
mortality 

 0.069 
(0.110) 

    

W· 
institutional 
quality 

  0.568*** 
(0.118) 
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W· 
urbanization 

   0.544*** 
(0.057) 

  

W· trade     0.256** 
(0.094) 

 

W· income      0.203*** 
(0.056) 

Agricultural 
output 

   –0.048*** 
(0.022) 

 0.011 
(0.026) 

Agricultural 
land 

0.107 
(0.087) 

     

Land quality –0.063* 
(0.021) 

     

Frost 0.155** 
(0.042) 

     

Rainfall 0.675*** 
(0.097) 

     

Malaria –0.229*** 
(0.031) 

0.060*** 
(0.008) 

    

Infant 
mortality rate 

  –0.209** 
(0.053) 

  –0.802*** 
(0.071) 

Income  –0.272*** 
(0.032) 

0.003 
(0.030) 

0.483*** 
(0.045) 

0.213** 
(0.067) 

 

Institutional 
quality 

     0.537** 
(0.147) 

Trade      –0.092* 
(0.056) 

Catholic   –0.003** 
(0.001) 

   

Protestant   0.001 
(0.002) 

   

Muslim   –0.001 
(0.001) 

   

Urbanization      0.483*** 
(0.044) 

Coastal    0.038*** 
(0.006) 

0.016* 
(0.009) 

 

Population     –0.145*** 
(0.031) 

 

Source: Authors’ calculations.Note: Standard errors are in parentheses. All variables enter in 
logarithmic form, except for the time dummies and the constant. Estimated values and standard 
errors for � are based on the general moments estimator in the second step of the stimation 
procedure used in the Cochrane-Orcutt transformation to obtain full information estimates.*p < 
.10. **p < .05. ***p < .01. 
 

The results for the spatial system of equations presented in Table 5.2 are broadly 
similar to those in Table 5.1. However, allowing for spatial dependence changes the 
results in important ways. First, after controlling for the observed variables, we find 
significant spatial lags among all of the endogenous variables except infant mortality, 
which is explained by our data on country characteristics without recourse to unobserved 
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neighborhood effects. For income, institutional quality, urbanization, and international 
trade there are positive spatial lags, whereas agricultural output shows a negative spatial 
lag. Controlling for unobserved spillovers and regional characteristics, the measured 
variables in Table 5.2 show several very interesting correlations. First, for agricultural 
output, our variables on prevalence of winter frosts, rain, and malaria ecology remain 
significant and of the expected sign; land quantity, however, becomes insignificant. In the 
second column, for infant mortality, both malaria ecology and income are significant as 
expected, and the residual effect of time (not shown here) is quite large and significant, 
suggesting that important technological improvements may lower infant mortality at a 
given level of income and malaria ecology. The third variable, institutional quality, has a 
positive correlation with infant mortality and a small correlation with social history (as 
measured by the percentage Catholic variable). Urbanization is strongly correlated with 
local agricultural output, income, and coastal location and has a small positive time trend 
when controlling for these factors. Trade is negatively correlated with population size 
(perhaps due to the increased role of nontraded services) and positively linked to income 
and coastal location, with a small positive time trend.  

In our final equation in Table 5.2, all of these endogenous variables have an 
independent correlation with income, except for agricultural output. In other words, 
exogenously higher agricultural output drives increased income only by facilitating 
urbanization. There is also a large residual effect of time on real income, with 
unmeasured factors driving increases in measured income from 1960 until 1975, followed 
by decreases through 2000. 
 
 Table 5.3 provides the results for an equation-by-equation estimation using 
ordinary least squares and includes several (spatial) diagnostic test results. The estimated 
model concerns a rather naïve specification, without any control for endogeneity or 
spatial lags. It shows that income is closely correlated with a number of endogenous 
regressors, notably infant mortality, institutional quality, and urbanization. Each of these 
variables is in turn also correlated with income, when controlling for various other 
significant determinants. 11  
 The results for the Jarque-Bera test indicate that the null hypothesis of normally 
distributed errors is rejected for nearly all equations. While this provides another reason 
for interpreting the Lagrange Multiplier diagnostics cautiously, it does not have major 
implications for the systems estimator, because the estimator does not require the 
disturbances to be normal. The Breusch-Pagan test results, with random coefficient 
variation as the alternative hypothesis, show that homoskedasticity is rejected in all 
equations. This implies that it would be very useful to address this issue in future work. 
The spatial diagnostics are fairly mixed. For all equations there is evidence that a higher-
order model is appropriate for the equations pertaining to agricultural output, infant 
mortality, urbanization, trade, and income. There is, however, no clear indication of 
spatial autocorrelation for the institutional quality variable. 
 

                                                        
11 The misspecification test results shown here are also only heuristic since they are derived 
without accounting for the endogeneity of some of the regressors. The condition number shows 
that multicollinearity does not impair the results. 
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Table 5.3— Equation-by-equation ordinary least squares estimation results, with 
diagnostics for spatial effectsa,b 
Variable Agricultu

ral 
Output 

Infant 
Mortality 

Rate 

Institutional 
Quality 

Urbanizatio
n 

Trade Income 

Agricultur
al output 

   –0.041*  0.047* 

    (0.024)  (0.026) 
Agricultur
al land 

0.144      

 (0.116)      
Land 
quality 

–0.064**      

 (0.032)      
Frost 0.200***      
 (0.075)      
Rainfall 0.851***      
 (0.114)      
Malaria –

0.269*** 
0.070***     

 (0.045) (0.010)     
Infant 
mortality 
rate 

  –0.175***   –0.727*** 

   (0.051)   (0.080) 
Income  –0.228*** 0.02 0.447*** 0.083 0.118 
  (0.032) (0.029) (0.050) (0.062) (0.123) 
Institution
al quality 

      

       
Trade      –0.131*** 
      (0.049) 
Catholic   –0.005***    
   (0.001)    
Protestant   0.00003    
   (0.002)    
Muslim   –0.002*    
   (0.001)    
Urbanizati
on 

     0.508*** 

      (0.049) 
Coastal    0.054*** 0.024**  
    (0.007) (0.010)  
Population     –0.122***  
     (0.031)  
Constant –

7.008*** 
6.295*** –0.711* –0.347 4.449*** 10.047*** 

 (0.609) (0.241) (0.417) (0.390) (0.562) (0.503) 
Condition 30 37 67 36 37 49 
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number 
Jarque-
Bera 

23.364**
* 

2.419 243.323*** 0.945 48.316*** 4.485* 

Breusch-
Pagan 

31.284**
* 

72.052
*** 

20.208
*** 

57.319
*** 

22.419
** 

28.573
*** 

Moran’s I 6.179*** –0.784 2.318** 0.313 –1.315 0.172 
LM-error 22.187**

* 
2.671* 1.521 0.42 4.645** 0.59 

Robust 
LM-error 

0.02 0.156 2.354 7.330*** 0.029 17.759*** 

LM-lag 28.560**
* 

4.619** 3.286* 1.565 4.753** 21.969*** 

Robust 
LM-lag 

6.393** 2.103 4.119** 8.475*** 0.136 39.138*** 

SARMA 28.580**
* 

4.774* 5.640** 8.895*** 4.781* 39.728*** 

R2-
adjusted 

0.34 0.56 0.2 0.54 0.07 0.52 

AIC 847.997 159.927 60.494 418.061 559.268 392.481 
Log 
likelihood 

–409.998 –68.9633 –16.247 –197.03 –267.634 –182.24 

Source: Authors’ calculations.Notes: Standard errors are in parentheses.a All variables enter in 
logarithmic form, except for the time dummies and the constant.b The Jarque-Bera and the 
Breusch-Pagan tests are asymptotically �2 distributed and test for normality of the errors and 
homoskedasticity with random coefficient variation as the alternative hypothesis, respectively. 
*p < .10. **p < .05. ***p < .01. 
 

In sum, when controlling for spatial processes in this model, we find support for 
both the institutionalist and the geographic approaches. Geographic factors such as 
malaria ecology, coastal location, and seasonal frost do have significant independent 
effects on the system, influencing institutional quality but not completely determining it. 
At the same time, a country’s institutional quality does have a strong independent role in 
determining income. 
 
6. Conclusions 
Using panel data in a system of simultaneous equations, and controlling for spatial 
spillovers and unobserved spatial heterogeneity, this paper has explored how measured 
country characteristics such as institutions, trade, and urbanization might be linked to real 
income per capita in Africa. This approach uses a new kind of test for how particular 
types of technologies and institutions might affect income, and then tests the robustness 
of each variable against various kinds of neighborhood effects.12 

The endogenous variables associated with income are agricultural output per 
capita, health status, institutional quality, trade, and urbanization. The exogenous 
                                                        
12 Throughout this paper we have indicated potential extensions and variations to be explored and 
addressed in future work: testing for exogeneity and exclusion restrictions; incorporating 
heteroskedasticity following the procedures developed in Kelejian and Prucha (2007); assessing 
parameter heterogeneity and other robustness checks; and considering the temporal dynamics of 
the system. 
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variables represent climate, malaria ecology, social history, coastal location, and 
population size. With this specification, after controlling for spatial proximity, all of the 
variables have some independent effect on income. This result provides strong empirical 
support for both geographic and institutionalist hypotheses. Geographic variables such as 
land quality, coastal location, and malaria prevalence have strong independent effects on 
income, primarily by facilitating urbanization and declines in infant mortality. 
Institutional quality also has a strong independent effect on income, even when 
controlling for reverse causality and neighborhood effects. Most notably, accounting for 
these country characteristics still leaves large residual spatial lags, suggesting that our 
specification has only begun to capture the relevant spillovers and spatial heterogeneity 
among countries. Understanding these spatial correlations will require not only more 
precise measurement of the unobserved factors driving local agricultural productivity, 
public health, and urbanization, but also more complete accounting for the cross-border 
flows associated with migration, investment, or technology diffusion. 
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Appendix: Supplementary Table and Maps 
 
Table A.1—Countries included in the sample 
Algeria Malawi 
Angola Mali 
Benin Mozambique 
Botswana Niger 
Burundi Rwanda 
Cameroon Senegal 
Central African Rep Seychelles 
Congo Sierra Leone 
Congo, Dem Rep South Africa 
Egypt Tanzania 
Gambia Togo 
Ghana Tunisia 
Guinea-Bissau Uganda 
Kenya Zambia 
Lesotho Zimbabwe 
Source: Authors. 
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Figure 3.1—Maps of GDP per capita, agricultural output, trade share, infant mortality 
rate, institutional quality, and urbanization, in 2000 

 
 
 

 
 
 

 
 
 
Source: Authors. 
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