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Abstract

According to various international reports, Artificial Intelligence in Education (AIEd) is
one of the currently emerging fields in educational technology. Whilst it has been
around for about 30 years, it is still unclear for educators how to make pedagogical
advantage of it on a broader scale, and how it can actually impact meaningfully on
teaching and learning in higher education. This paper seeks to provide an overview
of research on AI applications in higher education through a systematic review. Out
of 2656 initially identified publications for the period between 2007 and 2018, 146
articles were included for final synthesis, according to explicit inclusion and exclusion
criteria. The descriptive results show that most of the disciplines involved in AIEd
papers come from Computer Science and STEM, and that quantitative methods were
the most frequently used in empirical studies. The synthesis of results presents four
areas of AIEd applications in academic support services, and institutional and
administrative services: 1. profiling and prediction, 2. assessment and evaluation, 3.
adaptive systems and personalisation, and 4. intelligent tutoring systems. The
conclusions reflect on the almost lack of critical reflection of challenges and risks of
AIEd, the weak connection to theoretical pedagogical perspectives, and the need for
further exploration of ethical and educational approaches in the application of AIEd
in higher education.
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Introduction
Artificial intelligence (AI) applications in education are on the rise and have received a

lot of attention in the last couple of years. AI and adaptive learning technologies are

prominently featured as important developments in educational technology in the

2018 Horizon report (Educause, 2018), with a time to adoption of 2 or 3 years. Accord-

ing to the report, experts anticipate AI in education to grow by 43% in the period

2018–2022, although the Horizon Report 2019 Higher Education Edition (Educause,

2019) predicts that AI applications related to teaching and learning are projected to

grow even more significantly than this. Contact North, a major Canadian non-profit

online learning society, concludes that “there is little doubt that the [AI] technology is

inexorably linked to the future of higher education” (Contact North, 2018, p. 5). With

heavy investments by private companies such as Google, which acquired European AI
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start-up Deep Mind for $400 million, and also non-profit public-private partnerships such

as the German Research Centre for Artificial Intelligence1 (DFKI), it is very likely that this

wave of interest will soon have a significant impact on higher education institutions

(Popenici & Kerr, 2017). The Technical University of Eindhoven in the Netherlands, for

example, recently announced that they will launch an Artificial Intelligence Systems Insti-

tute with 50 new professorships for education and research in AI.2

The application of AI in education (AIEd) has been the subject of research for about

30 years. The International AIEd Society (IAIED) was launched in 1997, and publishes

the International Journal of AI in Education (IJAIED), with the 20th annual AIEd con-

ference being organised this year. However, on a broader scale, educators have just

started to explore the potential pedagogical opportunities that AI applications afford

for supporting learners during the student life cycle.

Despite the enormous opportunities that AI might afford to support teaching and

learning, new ethical implications and risks come in with the development of AI appli-

cations in higher education. For example, in times of budget cuts, it might be tempting

for administrators to replace teaching by profitable automated AI solutions. Faculty

members, teaching assistants, student counsellors, and administrative staff may fear

that intelligent tutors, expert systems and chat bots will take their jobs. AI has the po-

tential to advance the capabilities of learning analytics, but on the other hand, such sys-

tems require huge amounts of data, including confidential information about students

and faculty, which raises serious issues of privacy and data protection. Some institu-

tions have recently been established, such as the Institute for Ethical AI in Education3

in the UK, to produce a framework for ethical governance for AI in education, and the

Analysis & Policy Observatory published a discussion paper in April 2019 to develop

an AI ethics framework for Australia.4

Russel and Norvig (2010) remind us in their leading textbook on artificial

intelligence, “All AI researchers should be concerned with the ethical implications of

their work” (p. 1020). Thus, we would like to explore what kind of fresh ethical implica-

tions and risks are reflected by the authors in the field of AI enhanced education. The

aim of this article is to provide an overview for educators of research on AI applications

in higher education. Given the dynamic development in recent years, and the growing

interest of educators in this field, a review of the literature on AI in higher education is

warranted.

Specifically, this paper addresses the following research questions in three areas,

by means of a systematic review (see Gough, Oliver, & Thomas, 2017; Petticrew &

Roberts, 2006):

� How have publications on AI in higher education developed over time, in which

journals are they published, and where are they coming from in terms of

geographical distribution and the author’s disciplinary affiliations?

1https://www.dfki.de/en/web/ (accessed 22 July, 2019)
2https://www.tue.nl/en/news/news-overview/11-07-2019-tue-announces-eaisi-new-institute-for-intelligent-
machines/ (accessed 22 July, 2019)
3http://instituteforethicalaiineducation.org (accessed 22 July, 2019)
4https://apo.org.au/node/229596 (accessed 22 July, 2019)
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� How is AI in education conceptualised and what kind of ethical implications,

challenges and risks are considered?

� What is the nature and scope of AI applications in the context of higher education?

The field AI originates from computer science and engineering, but it is strongly in-

fluenced by other disciplines such as philosophy, cognitive science, neuroscience, and

economics. Given the interdisciplinary nature of the field, there is little agreement

among AI researchers on a common definition and understanding of AI – and

intelligence in general (see Tegmark, 2018). With regard to the introduction of AI-

based tools and services in higher education, Hinojo-Lucena, Aznar-Díaz, Cáceres-

Reche, and Romero-Rodríguez (2019) note that “this technology [AI] is already being

introduced in the field of higher education, although many teachers are unaware of its

scope and, above all, of what it consists of” (p. 1). For the purpose of our analysis of

artificial intelligence in higher education, it is desirable to clarify terminology. Thus, in

the next section, we explore definitions of AI in education, and the elements and

methods that AI applications might entail in higher education, before we proceed with

the systematic review of the literature.

AI in education (AIEd)
The birth of AI goes back to the 1950s when John McCarthy organised a two-month

workshop at Dartmouth College in the USA. In the workshop proposal, McCarthy used

the term artificial intelligence for the first time in 1956 (Russel & Norvig, 2010, p. 17):

The study [of artificial intelligence] is to proceed on the basis of the conjecture that

every aspect of learning or any other feature of intelligence can in principle be so pre-

cisely described that a machine can be made to simulate it. An attempt will be made to

find how to make machines use language, form abstractions and concepts, solve kinds

of problems now reserved for humans, and improve themselves.

Baker and Smith (2019) provide a broad definition of AI: “Computers which per-

form cognitive tasks, usually associated with human minds, particularly learning

and problem-solving” (p. 10). They explain that AI does not describe a single tech-

nology. It is an umbrella term to describe a range of technologies and methods,

such as machine learning, natural language processing, data mining, neural net-

works or an algorithm.

AI and machine learning are often mentioned in the same breath. Machine learning

is a method of AI for supervised and unsupervised classification and profiling, for

example to predict the likelihood of a student to drop out from a course or being ad-

mitted to a program, or to identify topics in written assignments. Popenici and Kerr

(2017) define machine learning “as a subfield of artificial intelligence that includes soft-

ware able to recognise patterns, make predictions, and apply newly discovered patterns

to situations that were not included or covered by their initial design” (p. 2).

The concept of rational agents is central to AI: “An agent is anything that can be

viewed as perceiving its environment through sensors and acting upon that environ-

ment through actuators” (Russel & Norvig, 2010, p. 34). The vacuum-cleaner robot is a

very simple form of an intelligent agent, but things become very complex and open-

ended when we think about an automated taxi.
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Experts in the field distinguish between weak and strong AI (see Russel & Norvig,

2010, p. 1020) or narrow and general AI (see Baker & Smith, 2019, p. 10). A philosoph-

ical question remains whether machines will be able to actually think or even develop

consciousness in the future, rather than just simulating thinking and showing rational

behaviour. It is unlikely that such strong or general AI will exist in the near future. We

are therefore dealing here with GOFAI (“good old-fashioned AI”, a term coined by the

philosopher John Haugeland, 1985) in higher education – in the sense of agents and in-

formation systems that act as if they were intelligent.

Given this understanding of AI, what are potential areas of AI applications in education,

and higher education in particular? Luckin, Holmes, Griffiths, and Forcier (2016) describe

three categories of AI software applications in education that are available today: a) personal

tutors, b) intelligent support for collaborative learning, and c) intelligent virtual reality.

Intelligent tutoring systems (ITS) can be used to simulate one-to-one personal tutor-

ing. Based on learner models, algorithms and neural networks, they can make decisions

about the learning path of an individual student and the content to select, provide

cognitive scaffolding and help, to engage the student in dialogue. ITS have enormous

potential, especially in large-scale distance teaching institutions, which run modules

with thousands of students, where human one-to-one tutoring is impossible. A vast

array of research shows that learning is a social exercise; interaction and collaboration

are at the heart of the learning process (see for example Jonassen, Davidson, Collins,

Campbell, & Haag, 1995). However, online collaboration has to be facilitated and mod-

erated (Salmon, 2000). AIEd can contribute to collaborative learning by supporting

adaptive group formation based on learner models, by facilitating online group inter-

action or by summarising discussions that can be used by a human tutor to guide

students towards the aims and objectives of a course. Finally, also drawing on ITS,

intelligent virtual reality (IVR) is used to engage and guide students in authentic virtual

reality and game-based learning environments. Virtual agents can act as teachers, facili-

tators or students’ peers, for example, in virtual or remote labs (Perez et al., 2017).

With the advancement of AIEd and the availability of (big) student data and learning

analytics, Luckin et al. (2016) claim a “[r] enaissance in assessment” (p. 35). AI can pro-

vide just-in-time feedback and assessment. Rather than stop-and-test, AIEd can be built

into learning activities for an ongoing analysis of student achievement. Algorithms have

been used to predict the probability of a student failing an assignment or dropping out

of a course with high levels of accuracy (e.g. Bahadır, 2016).

In their recent report, Baker and Smith (2019) approach educational AI tools from

three different perspectives; a) learner-facing, b) teacher-facing, and c) system-facing

AIEd. Learner-facing AI tools are software that students use to learn a subject matter,

i.e. adaptive or personalised learning management systems or ITS. Teacher-facing sys-

tems are used to support the teacher and reduce his or her workload by automating

tasks such as administration, assessment, feedback and plagiarism detection. AIEd tools

also provide insight into the learning progress of students so that the teacher can pro-

actively offer support and guidance where needed. System-facing AIEd are tools that

provide information for administrators and managers on the institutional level, for ex-

ample to monitor attrition patterns across faculties or colleges.

In the context of higher education, we use the concept of the student life-cycle (see

Reid, 1995) as a framework to describe the various AI based services on the broader
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institutional and administrative level, as well as for supporting the academic teaching

and learning process in the narrower sense.

Method
The purpose of a systematic review is to answer specific questions, based on an explicit,

systematic and replicable search strategy, with inclusion and exclusion criteria identify-

ing studies to be included or excluded (Gough, Oliver & Thomas, 2017). Data is then

coded and extracted from included studies, in order to synthesise findings and to shine

light on their application in practice, as well as on gaps or contradictions. This contri-

bution maps 146 articles on the topic of artificial intelligence in higher education.

Search strategy

The initial search string (see Table 1) and criteria (see Table 2) for this systematic re-

view included peer-reviewed articles in English, reporting on artificial intelligence

within education at any level, and indexed in three international databases; EBSCO

Education Source, Web of Science and Scopus (covering titles, abstracts, and key-

words). Whilst there are concerns about peer-review processes within the scientific

community (e.g., Smith, 2006), articles in this review were limited to those published in

peer-reviewed journals, due to their general trustworthiness in academia and the rigor-

ous review processes undertaken (Nicholas et al., 2015). The search was undertaken in

November 2018, with an initial 2656 records identified.

After duplicates were removed, it was decided to limit articles to those published dur-

ing or after 2007, as this was the year that iPhone’s Siri was introduced; an algorithm-

based personal assistant, started as an artificial intelligence project funded by the US

Defense Advanced Research Projects Agency (DARPA) in 2001, turned into a company

that was acquired by Apple Inc. It was also decided that the corpus would be limited to

articles discussing applications of artificial intelligence in higher education only.

Screening and inter-rater reliability

The screening of 1549 titles and abstracts was carried out by a team of three coders

and at this first screening stage, there was a requirement of sensitivity rather than spe-

cificity, i.e. papers were included rather than excluded. In order to reach consensus, the

reasons for inclusion and exclusion for the first 80 articles were discussed at regular

Table 1 Initial search string

Topic Search terms

Artificial
intelligence

“artificial intelligence” OR “machine intelligence” OR “intelligent support” OR “intelligent
virtual reality” OR “chat bot*” OR “machine learning” OR “automated tutor” OR “personal
tutor*” OR “intelligent agent*” OR “expert system” OR “neural network” OR “natural language
processing”

AND

Education level “higher education” OR college* OR undergrad* OR graduate OR postgrad* OR “K-12” OR
kindergarten* OR “corporate training*” OR “professional training*” OR “primary school*” OR
“middle school*” OR “high school*” OR “elementary school*” OR “vocational education” OR
“adult education”

AND

Learning setting learn* OR student*
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meetings. Twenty articles were randomly selected to evaluate the coding decisions of

the three coders (A, B and C) to determine inter-rater reliability using Cohen’s kappa

(κ) (Cohen, 1960), which is a coefficient for the degree of consistency among raters,

based on the number of codes in the coding scheme (Neumann, 2007, p. 326). Kappa

values of .40–.60 are characterised as fair, .60 to .75 as good, and over .75 as excellent

(Bakeman & Gottman, 1997; Fleiss, 1981). Coding consistency for inclusion or exclu-

sion of articles between rater A and B was κ = .79, between rater A and C it was κ = .89,

and between rater B and C it was κ = .69 (median = .79). Therefore, inter-rater reliability

can be considered as excellent for the coding of inclusion and exclusion criteria.

After initial screening, 332 potential articles remained for screening on full text (see

Fig. 1). However, 41 articles could not be retrieved, either through the library order

scheme or by contacting authors. Therefore, 291 articles were retrieved, screened and

coded, and following the exclusion of 149 papers, 146 articles remained for synthesis.5

Coding, data extraction and analysis

In order to extract the data, all articles were uploaded into systematic review software

EPPI Reviewer6 and a coding system was developed. Codes included article information

(year of publication, journal name, countries of authorship, discipline of first author),

study design and execution (empirical or descriptive, educational setting) and how arti-

ficial intelligence was used (applications in the student life cycle, specific applications

and methods). Articles were also coded on whether challenges and benefits of AI were

present, and whether AI was defined. Descriptive data analysis was carried out with the

statistics software R using the tidyr package (Wickham & Grolemund, 2016).

Limitations

Whilst this systematic review was undertaken as rigorously as possible, each review is

limited by its search strategy. Although the three educational research databases chosen

are large and international in scope, by applying the criteria of peer-reviewed articles

published only in English or Spanish, research published on AI in other languages were

not included in this review. This also applies to research in conference proceedings,

book chapters or grey literature, or those articles not published in journals that are

indexed in the three databases searched. In addition, although Spanish peer-reviewed

articles were added according to inclusion criteria, no specific search string in the

Table 2 Final inclusion and exclusion criteria

Inclusion Criteria Exclusion Criteria

Published 2007 – Nov 2018 Published before 2007

English or Spanish language Not in English or Spanish

Higher education Not higher education

Empirical, primary research Not primary research (e.g., review)

Indexed in Web of Science, Scopus or EBSCO Education Source Not a journal article

No artificial intelligence

Artificial intelligence use in education No learning setting

5A file with all included references is available at: https://www.researchgate.net/publication/
335911716_AIED-Ref (CC-0; DOI: https://doi.org/10.13140/RG.2.2.13000.88321)
6https://eppi.ioe.ac.uk/cms/er4/ (accessed July 22, 2019)
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language was included, which narrows down the possibility of including Spanish papers

that were not indexed with the chosen keywords. Future research could consider using

a larger number of databases, publication types and publication languages, in order to

widen the scope of the review. However, serious consideration would then need to be

given to project resources and the manageability of the review (see Authors, in press).

Results
Journals, authorship patterns and methods

Articles per year

There was a noticeable increase in the papers published from 2007 onwards. The num-

ber of included articles grew from six in 2007 to 23 in 2018 (see Fig. 2).

Journals

The papers included in the sample were published in 104 different journals. The great-

est number of articles were published in the International Journal of Artificial

Intelligence in Education (n = 11), followed by Computers & Education (n = 8), and the

International Journal of Emerging Technologies in Learning (n = 5). Table 3 lists 19

journals that published at least two articles on AI in higher education from 2007 to

2018.

Countries

For the geographical distribution analysis of articles, the country of origin of the first

author was taken into consideration (n = 38 countries). Table 4 shows 19 countries that

Fig. 1 PRISMA diagram (slightly modified after Brunton & Thomas, 2012, p. 86; Moher, Liberati, Tetzlaff, &
Altman, 2009, p. 8)
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Fig. 2 Number of included articles per year (n = 146)

Table 3 Number of included articles (n = 146) by journal

Rank Journal n

1 International Journal of Artificial Intelligence in Education 11

2 Computers & Education 8

3 International Journal of Emerging Technologies in Learning 5

4 Decision Support Systems 3

Expert Systems with Applications 3

IEEE Transactions on Learning Technologies 3

International Journal of Engineering and Technology 3

5 AI Magazine 2

Computer Assisted Language Instruction Consortium Journal (CALICO) 2

Computers in Human Behaviour 2

Decision Sciences Journal of Innovative Education 2

Educational Technology and Society 2

Electronic Journal of e-Learning 2

IEEE Journal on Selected Topics in Signal Processing 2

International Journal of Engineering Education 2

Journal of College Student Retention: Research, Theory and Practice 2

Journal of Computer Assisted Learning 2

Journal of Science Education & Technology 2

Journal of the Learning Sciences 2

Journal of Theoretical and Applied Information Technology 2

others with one article 84
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contributed at least two papers, and it reveals that 50% of all articles come from only

four countries: USA, China, Taiwan, and Turkey.

Author affiliations

Again, the affiliation of the first author was taken into consideration (see Table 5). Re-

searchers working in departments of Computer Science contributed by far the greatest

number of papers (n = 61) followed by Science, Technology, Engineering and Mathematics

(STEM) departments (n = 29). Only nine first authors came from an Education depart-

ment, some reported dual affiliation with Education and Computer Science (n = 2), Educa-

tion and Psychology (n = 1), or Education and STEM (n = 1).

Thus, 13 papers (8.9%) were written by first authors with an Education background. It

is noticeable that three of them were contributed by researchers from the Teachers

College at Columbia University, New York, USA (Baker, 2016; Paquette, Lebeau, Beaulieu,

& Mayers, 2015; Perin & Lauterbach, 2018) – and they were all published in the same

journal, i.e. the International Journal of Artificial Intelligence in Education.

Methods

Thirty studies (20.5%) were coded as being theoretical or descriptive in nature. The vast

majority of studies (73.3%) applied quantitative methods, whilst only one (0.7%) was quali-

tative in nature and eight (5.5%) followed a mixed-methods approach. The purpose of the

qualitative study, involving interviews with ESL students, was to explore the nature of

written feedback coming from an automated essay scoring system compared to a human

teacher (Dikli, 2010). In many cases, authors employed quasi-experimental methods, being

an intentional sample divided into the experimental group, where an AI application (e.g.

an intelligent tutoring system) was applied, and the control group without the interven-

tion, followed by pre- and posttest (e.g. Adamson, Dyke, Jang, & Rosé, 2014).

Understanding of AI and critical reflection of challenges and risks

There are many different types and levels of AI mentioned in the articles, however only

five out of 146 included articles (3.4%) provide an explicit definition of the term “Artifi-

cial Intelligence”. The main characteristics of AI, described in all five studies, are the

parallels between the human brain and artificial intelligence. The authors conceptualise

Table 4 Distribution of articles by country and cumulative percentages (n = 146)

Rank Country n % Rank Country n %

1 USA 43 0.29 Malaysia 4 0.75

2 China 11 0.37 9 Iran 3 0.77

3 Taiwan 10 0.44 Mexico 3 0.79

4 Turkey 9 0.50 10 Argentina 2 0.80

5 UK 7 0.55 Croatia 2 0.82

6 India 6 0.59 Ecuador 2 0.83

Spain 6 0.63 Germany 2 0.84

7 Canada 5 0.66 Indonesia 2 0.86

8 Australia 4 0.69 Singapore 2 0.87

Greece 4 0.72 other 19 1.00
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AI as intelligent computer systems or intelligent agents with human features, such as the abil-

ity to memorise knowledge, to perceive and manipulate their environment in a similar way as

humans, and to understand human natural language (see Huang, 2018; Lodhi, Mishra, Jain, &

Bajaj, 2018; Welham, 2008). Dodigovic (2007) defines AI in her article as follows (p. 100):

Artificial intelligence (AI) is a term referring to machines which emulate the

behaviour of intelligent beings [ … ] AI is an interdisciplinary area of knowledge and

research, whose aim is to understand how the human mind works and how to apply

the same principles in technology design. In language learning and teaching tasks, AI

can be used to emulate the behaviour of a teacher or a learner [ … ] . (p. 100)

Dodigovic is the only author who gives a definition of AI, and comes from an Arts, Hu-

manities and Social Science department, taking into account aspects of AI and intelli-

gent tutors in second language learning.

A stunningly low number of authors, only two out of 146 articles (1.4%), critically reflect

upon ethical implications, challenges and risks of applying AI in education. Li (2007) deals

with privacy concerns in his article about intelligent agent supported online learning:

Privacy is also an important concern in applying agent-based personalised education.

As discussed above, agents can autonomously learn many of students’ personal

information, like learning style and learning capability. In fact, personal information

is private. Many students do not want others to know their private information, such

as learning styles and/or capabilities. Students might show concern over possible

discrimination from instructors in reference to learning performance due to special

learning needs. Therefore, the privacy issue must be resolved before applying

agent-based personalised teaching and learning technologies. (p. 327)

Another challenge of applying AI is mentioned by Welham (2008, p. 295) concerning

the costs and time involved in developing and introducing AI-based methods that many

public educational institutions cannot afford.

Table 5 Affiliation of the first author (n = 146 articles)
Affiliation n %

Computer Science 61 41.8

STEM 29 19.9

Arts, Humanities & Social Science 14 9.6

Education 9 6.2

Information Science 8 5.5

Psychology 8 5.5

Business & Law 6 4.1

not mentioned 4 2.7

Education and Computer Science 2 1.4

Computer Science and STEM 2 1.4

Computer Science and Arts Humanities & Social Science 1 0.7

Education and Psychology 1 0.7

Education and STEM 1 0.7

Total 146 100.0
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AI applications in higher education

As mentioned before, we used the concept of the student life-cycle (see Reid, 1995) as

a framework to describe the various AI based services at the institutional and adminis-

trative level (e.g. admission, counselling, library services), as well as at the academic

support level for teaching and learning (e.g. assessment, feedback, tutoring). Ninety-two

studies (63.0%) were coded as relating to academic support services and 48 (32.8%) as

administrative and institutional services; six studies (4.1%) covered both levels. The ma-

jority of studies addressed undergraduate students (n = 91, 62.3%) compared to 11

(7.5%) focussing on postgraduate students, and another 44 (30.1%) that did not specify

the study level.

The iterative coding process led to the following four areas of AI applications with 17

sub-categories, covered in the publications: a) adaptive systems and personalisation, b)

assessment and evaluation, c) profiling and prediction, and d) intelligent tutoring sys-

tems. Some studies addressed AI applications in more than one area (see Table 6).

The nature and scope of the various AI applications in higher education will be de-

scribed along the lines of these four application categories in the following synthesis.

Profiling and prediction

The basis for many AI applications are learner models or profiles that allow prediction,

for example of the likelihood of a student dropping out of a course or being admitted

to a programme, in order to offer timely support or to provide feedback and guidance

in content related matters throughout the learning process. Classification, modelling

and prediction are an essential part of educational data mining (Phani Krishna, Mani

Kumar, & Aruna Sri, 2018).

Most of the articles (55.2%, n = 32) address issues related to the institutional and ad-

ministrative level, many (36.2%, n = 21) are related to academic teaching and learning

at the course level, and five (8.6%) are concerned with both levels. Articles dealing with

profiling and prediction were classified into three sub-categories; admission decisions

and course scheduling (n = 7), drop-out and retention (n = 23), and student models and

academic achievement (n = 27). One study that does not fall into any of these categories

is the study by Ge and Xie (2015), which is concerned with forecasting the costs of a

Chinese university to support management decisions based on an artificial neural

network.

Table 6 Number of AI applications across studies (n = 146), multiple mentions possible

AI applications n

Profiling and prediction (admissions decisions and course scheduling; drop-out and retention; student
models and academic achievement)

58

Intelligent tutoring systems (teaching course content; diagnosing strengths and automated feedback;
curating learning materials; facilitating collaboration; the teacher’s perspective)

29

Assessment and evaluation (automated grading; feedback; evaluation of student understanding,
engagement and academic integrity; evaluation of teaching)

36

Adaptive systems and personalisation (teaching course content; recommending personalized content;
supporting teachers and learning design; using academic data to monitor and guide students;
representation of knowledge in concept maps)

27

Total 150
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All of the 58 studies in this area applied machine learning methods, to recognise and

classify patterns, and to model student profiles to make predictions. Thus, they are all

quantitative in nature. Many studies applied several machine learning algorithms (e.g.

ANN, SVM, RF, NB; see Table 7)7 and compared their overall prediction accuracy with

conventional logistic regression. Table 7 shows that machine learning methods outper-

formed logistic regression in all studies in terms of their classification accuracy in

percent. To evaluate the performance of classifiers, the F1-score can also be used, which

takes into account the number of positive instances correctly classified as positive, the

number of negative instances incorrectly classified as positive, and the number of positive

instances incorrectly classified as negative (Umer et al., 2017; for a brief overview of mea-

sures of diagnostic accuracy, see Šimundić, 2009). The F1-score ranges between 0 and 1

with its best value at 1 (perfect precision and recall). Yoo and Kim (2014) reported high

F1-scores of 0.848, 0.911, and 0.914 for J48, NB, and SVM, in a study to predict student’s

group project performance from online discussion participation.

Admission decisions and course scheduling Chen and Do (2014) point out that “the

accurate prediction of students’ academic performance is of importance for making ad-

mission decisions as well as providing better educational services” (p. 18). Four studies

aimed to predict whether or not a prospective student would be admitted to university.

For example, Acikkar and Akay (2009) selected candidates for a School of Physical Edu-

cation and Sports in Turkey based on a physical ability test, their scores in the National

Selection and Placement Examination, and their graduation grade point average (GPA).

They used the support vector machine (SVM) technique to classify the students and

where able to predict admission decisions on a level of accuracy of 97.17% in 2006 and

90.51% in 2007. SVM was also applied by Andris, Cowen, and Wittenbach (2013) to

find spatial patterns that might favour prospective college students from certain geo-

graphic regions in the USA. Feng, Zhou, and Liu (2011) analysed enrolment data from

25 Chinese provinces as the training data to predict registration rates in other prov-

inces using an artificial neural network (ANN) model. Machine learning methods and

ANN are also used to predict student course selection behaviour to support course

planning. Kardan, Sadeghi, Ghidary, and Sani (2013) investigated factors influencing

student course selection, such as course and instructor characteristics, workload, mode

of delivery and examination time, to develop a model to predict course selection with

an ANN in two Computer Engineering and Information Technology Masters programs.

In another paper from the same author team, a decision support system for course offer-

ings was proposed (Kardan & Sadeghi, 2013). Overall, the research shows that admission

decisions can be predicted at high levels of accuracy, so that an AI solution could relieves

the administrative staff and allows them to focus on the more difficult cases.

Drop-out and retention Studies pertaining to drop-out and retention are intended to de-

velop early warning systems to detect at-risk students in their first year (e.g., Alkhasawneh

& Hargraves, 2014; Aluko, Adenuga, Kukoyi, Soyingbe, & Oyedeji, 2016; Hoffait & Schyns,

2017; Howard, Meehan, & Parnell, 2018) or to predict the attrition of undergraduate

7It is beyond the scope of this article to discuss the various machine learning methods for classification and
prediction. Readers are therefore encouraged to refer to the literature referenced in the articles that are
included in this review (e.g. Delen, 2010 and Umer, Susnjak, Mathrani, & Suriadi, 2017).
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students in general (e.g., Oztekin, 2016; Raju & Schumacker, 2015). Delen (2011) used in-

stitutional data from 25,224 students enrolled as Freshmen in an American university over

8 years. In this study, three classification techniques were used to predict dropout: ANN,

decision trees (DT) and logistic regression. The data contained variables related to students’

demographic, academic, and financial characteristics (e.g. age, sex, ethnicity, GPA, TOEFL

score, financial aid, student loan, etc.). Based on a 10-fold cross validation, Delen (2011)

found that the ANN model worked best with an accuracy rate of 81.19% (see Table 7) and

he concluded that the most important predictors of student drop-out are related to the

student’s past and present academic achievement, and whether they receive financial sup-

port. Sultana, Khan, and Abbas (2017, p. 107) discussed the impact of cognitive and non-

cognitive features of students for predicting academic performance of undergraduate

engineering students. In contrast to many other studies, they focused on non-cognitive

variables to improve prediction accuracy, i.e. time management, self-concept, self-appraisal,

leadership, and community support.

Student models and academic achievement Many more studies are concerned with

profiling students and modelling learning behaviour to predict their academic achieve-

ments at the course level. Hussain et al. (2018) applied several machine learning algo-

rithms to analyse student behavioural data from the virtual learning environment at the

Open University UK, in order to predict student engagement, which is of particular im-

portance at a large scale distance teaching university, where it is not possible to engage

the majority of students in face-to-face sessions. The authors aim to develop an intelli-

gent predictive system that enables instructors to automatically identify low-engaged

students and then to make an intervention. Spikol, Ruffaldi, Dabisias, and Cukurova

(2018) used face and hand tracking in workshops with engineering students to estimate

success in project-based learning. They concluded that results generated from multi-

modal data can be used to inform teachers about key features of project-based learning

activities. Blikstein et al. (2014) investigated patterns of how undergraduate students

learn computer programming, based on over 150,000 code transcripts that the students

created in software development projects. They found that their model, based on the

process of programming, had better predictive power than the midterm grades.

Table 7 Average performance of machine learning algorithms and logistic regression (%)

Author(s) Prediction ANN RF/DT SVM NB J48 LR

Acikkar and Akay (2009) a) – – 93.8 – – –

Bahadır (2016) b) 93.0 – – – – 90.8

Delen (2010) c) 86.5 87.2 87.2 – – 86.1

Delen (2011) c) 81.2 78.3 – – – 74.3

Hussain, Zhu, Zhang, and Abidi (2018) d) – 85.9 – 82.9 88.5 –

Oztekin (2016) c) 71.6 73.8 77.6 – – –

Sreenivasa Rao, Swapna, and Praveen Kumar (2018) a) – 100.0 – 61.1 88.9 –

Teshnizi et al. (2015) c) 84.3 – – – – 77.5

Algorithms: ANN Artificial neural network, RF/DT Random forest / decision tree, SVM Support vector machines, NB Naïve
Bayes, J48 C4.5 decision tree, LR Logistic regression; Predictions: a) admission decisions; b) student academic
performance; c) drop-out undergraduate students; d) student engagement
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Another example is the study of Babić (2017), who developed a model to predict stu-

dent academic motivation based on their behaviour in an online learning environment.

The research on student models is an important foundation for the design of intelli-

gent tutoring systems and adaptive learning environments.

Intelligent tutoring systems

All of the studies investigating intelligent tutoring systems (ITS) (n = 29) are only con-

cerned with the teaching and learning level, except for one that is contextualised at the

institutional and administrative level. The latter presents StuA, an interactive and intel-

ligent student assistant that helps newcomers in a college by answering queries related

to faculty members, examinations, extra curriculum activities, library services, etc.

(Lodhi et al., 2018).

The most common terms for referring to ITS described in the studies are intelligent

(online) tutors or intelligent tutoring systems (e.g., in Dodigovic, 2007; Miwa, Terai,

Kanzaki, & Nakaike, 2014), although they are also identified often as intelligent (soft-

ware) agents (e.g., Schiaffino, Garcia, & Amandi, 2008), or intelligent assistants (e.g., in

Casamayor, Amandi, & Campo, 2009; Jeschike, Jeschke, Pfeiffer, Reinhard, & Richter,

2007). According to Welham (2008), the first ITS reported was the SCHOLAR system,

launched in 1970, which allowed the reciprocal exchange of questions between teacher

and student, but not holding a continuous conversation.

Huang and Chen (2016, p. 341) describe the different models that are usually inte-

grated in ITS: the student model (e.g. information about the student’s knowledge level,

cognitive ability, learning motivation, learning styles), the teacher model (e.g. analysis of

the current state of students, select teaching strategies and methods, provide help and

guidance), the domain model (knowledge representation of both students and teachers)

and the diagnosis model (evaluation of errors and defects based on domain model).

The implementation and validation of the ITS presented in the studies usually took

place over short-term periods (a course or a semester) and no longitudinal studies were

identified, except for the study by Jackson and Cossitt (2015). On the other hand, most

of the studies showed (sometimes slightly) positive / satisfactory preliminary results

regarding the performance of the ITS, but they did not take into account the novelty

effect that a new technological development could have in an educational context. One

study presented negative results regarding the type of support that the ITS provided

(Adamson et al., 2014), which could have been more useful if it was more adjusted to

the type of (in this case, more advanced) learners.

Overall, more research is needed on the effectiveness of ITS. The last meta-analysis

of 39 ITS studies was published over 5 years ago: Steenbergen-Hu and Cooper (2014)

found that ITS had a moderate effect of students’ learning, and that ITS were less

effective that human tutoring, but ITS outperformed all other instruction methods

(such as traditional classroom instruction, reading printed or digital text, or homework

assignments).

The studies addressing various ITS functions were classified as follows: teaching

course content (n = 12), diagnosing strengths or gaps in students’ knowledge and pro-

viding automated feedback (n = 7), curating learning materials based on students’ needs

(n = 3), and facilitating collaboration between learners (n = 2).
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Teaching course content Most of the studies (n = 4) within this group focused on teach-

ing Computer Science content (Dobre, 2014; Hooshyar, Ahmad, Yousefi, Yusop, & Horng,

2015; Howard, Jordan, di Eugenio, & Katz, 2017; Shen & Yang, 2011). Other studies in-

cluded ITS teaching content for Mathematics (Miwa et al., 2014), Business Statistics and

Accounting (Jackson & Cossitt, 2015; Palocsay & Stevens, 2008), Medicine (Payne et al.,

2009) and writing and reading comprehension strategies for undergraduate Psychology

students (Ray & Belden, 2007; Weston-Sementelli, Allen, & McNamara, 2018). Overall,

these ITS focused on providing teaching content to students and, at the same time,

supporting them by giving adaptive feedback and hints to solve questions related to the

content, as well as detecting students’ difficulties/errors when working with the content

or the exercises. This is made possible by monitoring students’ actions with the ITS.

In the study by Crown, Fuentes, Jones, Nambiar, and Crown (2011), a combination of

teaching content through dialogue with a chatbot, that at the same time learns from

this conversation - defined as a text-based conversational agent -, is described, which

moves towards a more active, reflective and thinking student-centred learning ap-

proach. Duffy and Azevedo (2015) present an ITS called MetaTutor, which is designed

to teach students about the human circulatory system, but it also puts emphasis on

supporting students’ self-regulatory processes assisted by the features included in the

MetaTutor system (a timer, a toolbar to interact with different learning strategies, and

learning goals, amongst others).

Diagnosing strengths or gaps in student knowledge, and providing automated

feedback In most of the studies (n = 4) of this group, ITS are presented as a rather

one-way communication from computer to student, concerning the gaps in students’

knowledge and the provision of feedback. Three examples in the field of STEM have been

found: two of them where the virtual assistance is presented as a feature in virtual labora-

tories by tutoring feedback and supervising student behaviour (Duarte, Butz, Miller, &

Mahalingam, 2008; Ramírez, Rico, Riofrío-Luzcando, Berrocal-Lobo, & Antonio, 2018),

and the third one is a stand-alone ITS in the field of Computer Science (Paquette et al.,

2015). One study presents an ITS of this kind in the field of second language learning

(Dodigovic, 2007).

In two studies, the function of diagnosing mistakes and the provision of feedback is

accomplished by a dialogue between the student and the computer. For example, with

an interactive ubiquitous teaching robot that bases its speech on question recognition

(Umarani, Raviram, & Wahidabanu, 2011), or with the tutoring system, based on a

tutorial dialogue toolkit for introductory college Physics (Chi, VanLehn, Litman, &

Jordan, 2011). The same tutorial dialogue toolkit (TuTalk) is the core of the peer dia-

logue agent presented by Howard et al. (2017), where the ITS engages in a one-on-one

problem-solving peer interaction with a student and can interact verbally, graphically

and in a process-oriented way, and engage in collaborative problem solving instead of

tutoring. This last study could be considered as part of a new category regarding peer-

agent collaboration.

Curating learning materials based on student needs Two studies focused on this

kind of ITS function (Jeschike et al., 2007; Schiaffino et al., 2008), and a third one
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mentions it in a more descriptive way as a feature of the detection system presented

(Hall Jr & Ko, 2008). Schiaffino et al. (2008) present eTeacher as a system for persona-

lised assistance to e-learning students by observing their behaviour in the course and

generating a student’s profile. This enables the system to provide specific recommenda-

tions regarding the type of reading material and exercises done, as well as personalised

courses of action. Jeschike et al. (2007) refers to an intelligent assistant contextualised

in a virtual laboratory of statistical mechanics, where it presents exercises and the

evaluation of the learners’ input to content, and interactive course material that adapts

to the learner.

Facilitating collaboration between learners Within this group we can identify only

two studies: one focusing on supporting online collaborative learning discussions by

using academically productive talk moves (Adamson et al., 2014); and the second one,

on facilitating collaborative writing by providing automated feedback, generated auto-

matic questions, and the analysis of the process (Calvo, O’Rourke, Jones, Yacef, &

Reimann, 2011). Given the opportunities that the applications described in these stud-

ies afford for supporting collaboration among students, more research in this area

would be desireable.

The teachers’ perspective As mentioned above, Baker and Smith (2019, p.12) distin-

guish between student and teacher-facing AI. However, only two included articles in

ITS focus on the teacher’s perspective. Casamayor et al. (2009) focus on assisting

teachers with the supervision and detection of conflictive cases in collaborative learn-

ing. In this study, the intelligent assistant provides the teachers with a summary of the

individual progress of each group member and the type of participation each of them

have had in their work groups, notification alerts derived from the detection of conflict

situations, and information about the learning style of each student-logging interac-

tions, so that the teachers can intervene when they consider it convenient. The other

study put the emphasis on the ITS sharing teachers’ tutoring tasks by providing imme-

diate feedback (automating tasks), and leaving the teachers the role of providing new

hints and the correct solution to the tasks (Chou, Huang, & Lin, 2011). The study of

Chi et al. (2011) also mentions the ITS purpose to share teacher’s tutoring tasks. The

main aim in any of these cases is to reduce teacher’s workload. Furthermore, many of

the learner-facing studies deal with the teacher-facing functions too, although they do

not put emphasis on the teacher’s perspective.

Assessment and evaluation

Assessment and evaluation studies also largely focused on the level of teaching and

learning (86%, n = 31), although five studies described applications at the institutional

level. In order to gain an overview of student opinion about online and distance learn-

ing at their institution, academics at Anadolu University (Ozturk, Cicek, & Ergul, 2017)

used sentiment analysis to analyse mentions by students on Twitter, using Twitter API

Twython and terms relating to the system. This analysis of publicly accessible data,

allowed researchers insight into student opinion, which otherwise may not have been

accessible through their institutional LMS, and which can inform improvements to the
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system. Two studies used AI to evaluate student Prior Learning and Recognition (PLAR);

Kalz et al. (2008) used Latent Semantic Analysis and ePortfolios to inform personalised

learning pathways for students, and Biletska, Biletskiy, Li, and Vovk (2010) used semantic

web technologies to convert student credentials from different institutions, which could

also provide information from course descriptions and topics, to allow for easier granting

of credit. The final article at the institutional level (Sanchez et al., 2016) used an algorithm

to match students to professional competencies and capabilities required by companies,

in order to ensure alignment between courses and industry needs.

Overall, the studies show that AI applications can perform assessment and evaluation

tasks at very high accuracy and efficiency levels. However, due to the need to calibrate

and train the systems (supervised machine learning), they are more applicable to

courses or programs with large student numbers.

Articles focusing on assessment and evaluation applications of AI at the teaching and

learning level, were classified into four sub-categories; automated grading (n = 13), feed-

back (n = 8), evaluation of student understanding, engagement and academic integrity

(n = 5), and evaluation of teaching (n = 5).

Automated grading Articles that utilised automated grading, or Automated Essay

Scoring (AES) systems, came from a range of disciplines (e.g. Biology, Medicine, Busi-

ness Studies, English as a Second Language), but were mostly focused on its use in

undergraduate courses (n = 10), including those with low reading and writing ability

(Perin & Lauterbach, 2018). Gierl, Latifi, Lai, Boulais, and Champlain’s (2014) use of

open source Java software LightSIDE to grade postgraduate medical student essays re-

sulted in an agreement between the computer classification and human raters between

94.6% and 98.2%, which could enable reducing cost and the time associated with employ-

ing multiple human assessors for large-scale assessments (Barker, 2011; McNamara,

Crossley, Roscoe, Allen, & Dai, 2015). However, they stressed that not all writing genres

may be appropriate for AES and that it would be impractical to use in most small class-

rooms, due to the need to calibrate the system with a large number of pre-scored assess-

ments. The benefits of using algorithms that find patterns in text responses, however, has

been found to lead to encouraging more revisions by students (Ma & Slater, 2015) and to

move away from merely measuring student knowledge and abilities by multiple choice

tests (Nehm, Ha, & Mayfield, 2012). Continuing issues persist, however, in the

quality of feedback provided by AES (Dikli, 2010), with Barker (2011) finding that

the more detailed the feedback provided was, the more likely students were to

question their grades, and a question was raised over the benefits of this feedback

for beginning language students (Aluthman, 2016).

Feedback Articles concerned with feedback included a range of student-facing tools,

including intelligent agents that provide students with prompts or guidance when they

are confused or stalled in their work (Huang, Chen, Luo, Chen, & Chuang, 2008), software

to alert trainee pilots when they are losing situation awareness whilst flying (Thatcher,

2014), and machine learning techniques with lexical features to generate automatic

feedback and assist in improving student writing (Chodorow, Gamon, & Tetreault, 2010;

Garcia-Gorrostieta, Lopez-Lopez, & Gonzalez-Lopez, 2018; Quixal & Meurers, 2016),
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which can help reduce students cognitive overload (Yang, Wong, & Yeh, 2009). The auto-

mated feedback system based on adaptive testing reported by Barker (2010), for example,

not only determines the most appropriate individual answers according to Bloom’s cogni-

tive levels, but also recommends additional materials and challenges.

Evaluation of student understanding, engagement and academic integrity Three

articles reported on student-facing tools that evaluate student understanding of con-

cepts (Jain, Gurupur, Schroeder, & Faulkenberry, 2014; Zhu, Marquez, & Yoo, 2015)

and provide personalised assistance (Samarakou, Fylladitakis, Früh, Hatziapostolou, &

Gelegenis, 2015). Hussain et al. (2018) used machine learning algorithms to evaluate

student engagement in a social science course at the Open University, including final

results, assessment scores and the number of clicks that students make in the VLE,

which can alert instructors to the need for intervention, and Amigud, Arnedo-Moreno,

Daradoumis, and Guerrero-Roldan (2017) used machine learning algorithms to check

academic integrity, by assessing the likelihood of student work being similar to their

other work. With a mean accuracy of 93%, this opens up possibilities of reducing the

need for invigilators or to access student accounts, thereby reducing concerns sur-

rounding privacy.

Evaluation of teaching Four studies used data mining algorithms to evaluate lecturer

performance through course evaluations (Agaoglu, 2016; Ahmad & Rashid, 2016; DeCarlo

& Rizk, 2010; Gutierrez, Canul-Reich, Ochoa Zezzatti, Margain, & Ponce, 2018), with

Agaoglu (2016) finding, through using four different classification techniques, that many

questions in the evaluation questionnaire were irrelevant. The application of an algorithm

to evaluate the impact of teaching methods in a differential equations class, found that

online homework with immediate feedback was more effective than clickers (Duzhin &

Gustafsson, 2018). The study also found that, whilst previous exam results are generally

good predictors for future exam results, they say very little about students’ expected per-

formance in project-based tasks.

Adaptive systems and personalisation Most of the studies on adaptive systems (85%,

n = 23) are situated at the teaching and learning level, with four cases considering the

institutional and administrative level. Two studies explored undergraduate students’

academic advising (Alfarsi, Omar, & Alsinani, 2017; Feghali, Zbib, & Hallal, 2011), and

Nguyen et al. (2018) focused on AI to support university career services. Ng, Wong,

Lee, and Lee (2011) reported on the development of an agent-based distance LMS,

designed to manage resources, support decision making and institutional policy, and as-

sist with managing undergraduate student study flow (e.g. intake, exam and course

management), by giving users access to data across disciplines, rather than just individ-

ual faculty areas.

There does not seem to be agreement within the studies on a common term for

adaptive systems, and that is probably due to the diverse functions they carry out,

which also supports the classification of studies. Some of those terms coincide in part

with the ones used for ITS, e.g. intelligent agents (Li, 2007; Ng et al., 2011). The most

general terms used are intelligent e-learning system (Kose & Arslan, 2016), adaptive
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web-based learning system (Lo, Chan, & Yeh, 2012), or intelligent teaching system

(Yuanyuan & Yajuan, 2014). As in ITS, most of the studies either describe the system

or include a pilot study but no longer-term results are reported. Results from these

pilot studies are usually reported as positive, except in Vlugter, Knott, McDonald, and

Hall (2009), where the experimental group that used the dialogue-based computer

assisted language-system scored lower than the control group in the delayed post-tests.

The 23 studies focused on teaching and learning can be classified into five sub-

categories; teaching course content (n = 7), recommending/providing personalised con-

tent (n = 5), supporting teachers in learning and teaching design (n = 3), using academic

data to monitor and guide students (n = 2), and supporting representation of knowledge

using concept maps (n = 2). However, some studies were difficult to classify, due to

their specific and unique functions; helping to organise online learning groups with

similar interests (Yang, Wang, Shen, & Han, 2007), supporting business decisions

through simulation (Ben-Zvi, 2012), or supporting changes in attitude and behaviour

for patients with Anorexia Nervosa, through embodied conversational agents (Sebastian

& Richards, 2017). Aparicio et al. (2018) present a study where no adaptive system

application was analysed, rather students’ perceptions of the use of information systems

in education in general - and biomedical education in particular - were analysed, in-

cluding intelligent information access systems.

Teaching course content The disciplines that are taught through adaptive systems are

diverse, including environmental education (Huang, 2018), animation design (Yuanyuan

& Yajuan, 2014), language learning (Jia, 2009; Vlugter et al., 2009), Computer Science

(Iglesias, Martinez, Aler, & Fernandez, 2009) and Biology (Chaudhri et al., 2013).

Walsh, Tamjidul, and Williams (2017), however, present an adaptive system based on

machine learning-human machine learning symbiosis from a descriptive perspective,

without specifying any discipline.

Recommending/providing personalised content This group refers to adaptive sys-

tems that deliver customised content, materials and exercises according to students’ be-

haviour profiling in Business and Administration studies (Hall Jr & Ko, 2008) and

Computer Science (Kose & Arslan, 2016; Lo et al., 2012). On the other hand, Tai, Wu,

and Li (2008) present an e-learning recommendation system for online students to help

them choose among courses, and Torres-Díaz, Infante Moro, and Valdiviezo Díaz

(2014) emphasise the usefulness of (adaptive) recommendation systems in MOOCs to

suggest actions, new items and users, according to students’ personal preferences.

Supporting teachers in learning and teaching design In this group, three studies

were identified. One study puts the emphasis on a hybrid recommender system of

pedagogical patterns, to help teachers define their teaching strategies, according to the

context of a specific class (Cobos et al., 2013), and another study presents a description

of a metadata-based model to implement automatic learning designs that can solve de-

tected problems (Camacho & Moreno, 2007). Li’s (2007) descriptive study argues that

intelligent agents save time for online instructors, by leaving the most repetitive tasks

to the systems, so that they can focus more on creative work.
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Using academic data to monitor and guide students The adaptive systems within

this category focus on the extraction of student academic information to perform diagnos-

tic tasks, and help tutors to offer a more proactive personal guidance (Rovira, Puertas, &

Igual, 2017); or, in addition to that task, include performance evaluation and personalised

assistance and feedback, such as the Learner Diagnosis, Assistance, and Evaluation System

based on AI (StuDiAsE) for engineering learners (Samarakou et al., 2015).

Supporting representation of knowledge in concept maps To help build students’

self-awareness of conceptual structures, concept maps can be quite useful. In the two

studies of this group, an expert system was included, e.g. in order to accommodate se-

lected peer ideas in the integrated concept maps and allow teachers to flexibly determine

in which ways the selected concept maps are to be merged (ICMSys) (Kao, Chen, & Sun,

2010), or to help English as a Foreign Language college students to develop their reading

comprehension through mental maps of referential identification (Yang et al., 2009). This

latter system also includes system-guided instruction, practice and feedback.

Conclusions and implications for further educational research
In this paper, we have explored the field of AIEd research in terms of authorship and

publication patterns. It is evident that US-American, Chinese, Taiwanese and Turkish

colleagues (accounting for 50% of the publications as first authors) from Computer Sci-

ence and STEM departments (62%) dominate the field. The leading journals are the

International Journal of Artificial Intelligence in Education, Computers & Education,

and the International Journal of Emerging Technologies in Learning.

More importantly, this study has provided an overview of the vast array of potential

AI applications in higher education to support students, faculty members, and adminis-

trators. They were described in four broad areas (profiling and prediction, intelligent

tutoring systems, assessment and evaluation, and adaptive systems and personalisation)

with 17 sub-categories. This structure, which was derived from the systematic review,

contributes to the understanding and conceptualisation of AIEd practice and research.

On the other hand, the lack of longitudinal studies and the substantial presence of

descriptive and pilot studies from the technological perspective, as well as the preva-

lence of quantitative methods - especially quasi-experimental methods - in empirical

studies, shows that there is still substantial room for educators to aim at innovative and

meaningful research and practice with AIEd that could have learning impact within

higher education, e.g. adopting design-based approaches (Easterday, Rees Lewis, &

Gerber, 2018). A recent systematic literature review on personalisation in educational

technology coincided with the predominance of experiences in technological develop-

ments, which also often used quantitative methods (Bartolomé, Castañeda, & Adell,

2018). Misiejuk and Wasson (2017, p. 61) noted in their systematic review on Learning

Analytics that “there are very few implementation studies and impact studies” (p. 61),

which is also similar to the findings in the present article.

The full consequences of AI development cannot yet be foreseen today, but it seems

likely that AI applications will be a top educational technology issue for the next 20

years. AI-based tools and services have a high potential to support students, faculty

members and administrators throughout the student lifecycle. The applications that are

Zawacki-Richter et al. International Journal of Educational Technology in Higher Education           (2019) 16:39 Page 20 of 27



described in this article provide enormous pedagogical opportunities for the design of

intelligent student support systems, and for scaffolding student learning in adaptive and

personalized learning environments. This applies in particular to large higher education

institutions (such as open and distance teaching universities), where AIEd might help

to overcome the dilemma of providing access to higher education for very large num-

bers of students (mass higher education). On the other hand, it might also help them

to offer flexible, but also interactive and personalized learning opportunities, for ex-

ample by relieving teachers from burdens, such as grading hundreds or even thousands

of assignments, so that they can focus on their real task: empathic human teaching.

It is crucial to emphasise that educational technology is not (only) about technology

– it is the pedagogical, ethical, social, cultural and economic dimensions of AIEd we

should be concerned about. Selwyn (2016, p. 106) writes:

The danger, of course, lies in seeing data and coding as an absolute rather than

relative source of guidance and support. Education is far too complex to be reduced

solely to data analysis and algorithms. As with digital technologies in general, digital

data do not offer a neat technical fix to education dilemmas – no matter how

compelling the output might be.

We should not strive for what is technically possible, but always ask ourselves what

makes pedagogical sense. In China, systems are already being used to monitor student

participation and expressions via face recognition in classrooms (so called Intelligent

Classroom Behavior Management System, Smart Campus8) and display them to the

teacher on a dashboard. This is an example of educational surveillance, and it is highly

questionable whether such systems provide real added value for a good teacher who

should be able to capture the dynamics in a learning group (online and in an on-

campus setting) and respond empathically and in a pedagogically meaningful way. In

this sense, it is crucial to adopt an ethics of care (Prinsloo, 2017) to start thinking on

how we are exploring the potential of algorithmic decision-making systems that are

embedded in AIEd applications. Furthermore, we should also always remember that AI

systems “first and foremost, require control by humans. Even the smartest AI systems

can make very stupid mistakes. […] AI Systems are only as smart as the date used to

train them” (Kaplan & Haenlein, 2019, p. 25). Some critical voices in educational tech-

nology remind us that we should go beyond the tools, and talk again about learning

and pedagogy, as well as acknowledging the human aspects of digital technology use in

education (Castañeda & Selwyn, 2018). The new UNESCO report on challenges and

opportunities of AIEd for sustainable development deals with various areas, all of which

have an important pedagogical, social and ethical dimension, e.g. ensuring inclusion

and equity in AIEd, preparing teachers for AI-powered education, developing quality

and inclusive data systems, or ethics and transparency in data collection, use and dis-

semination (Pedró, Subosa, Rivas, & Valverde, 2019).

That being said, a stunning result of this review is the dramatic lack of critical reflec-

tion of the pedagogical and ethical implications as well as risks of implementing AI ap-

plications in higher education. Concerning ethical implications, privacy issues were also

8https://www.businessinsider.de/china-school-facial-recognition-technology-2018-5?r=US&IR=T (accessed
July 5, 2019)
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noted to be rarely addressed in empirical studies in a recent systematic review on

Learning Analytics (Misiejuk & Wasson, 2017). More research is needed from educa-

tors and learning designers on how to integrate AI applications throughout the student

lifecycle, to harness the enormous opportunities that they afford for creating intelligent

learning and teaching systems. The low presence of authors affiliated with Education

departments identified in our systematic review is evidence of the need for educational

perspectives on these technological developments.

The lack of theory might be a syndrome within the field of educational technology in

general. In a recent study, Hew, Lan, Tang, Jia, and Lo (2019) found that more than

40% of articles in three top educational technology journals were wholly a-theoretical.

The systematic review by Bartolomé et al. (2018) also revealed this lack of explicit

pedagogical perspectives in the studies analysed. The majority of research included in

this systematic review is merely focused on analysing and finding patterns in data to

develop models, and to make predictions that inform student and teacher facing appli-

cations, or to support administrative decisions using mathematical theories and ma-

chine learning methods that were developed decades ago (see Russel & Norvig, 2010).

This kind of research is now possible through the growth of computing power and the

vast availability of big digital student data. However, at this stage, there is very little evi-

dence for the advancement of pedagogical and psychological learning theories related

to AI driven educational technology. It is an important implication of this systematic

review, that researchers are encouraged to be explicit about the theories that underpin

empirical studies about the development and implementation of AIEd projects, in order

to expand research to a broader level, helping us to understand the reasons and mecha-

nisms behind this dynamic development that will have an enormous impact on higher

education institutions in the various areas we have covered in this review.
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