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Abstract

A repository of Definitional Contexts, even more than to be conceived of as traditional corpora, is very
valuable tool for lexicography. This paper describes a corpus of Definitional Contexts, from the defini-
tion of the term to the description of the applications of the corpus in lexicography. The intended appli-
cations for the work, and how these affected the corpus design, are described. In addition, the method-
ology for corpus building and the corpus structure are outlined, and the preliminary results of the work
in progress are presented.

1 The need for Definitional Contexts

Text corpora are widely used in lexicography because they provide information about
words, such as their frequency, and allow the lexicographer to extract and analyse concor-
dances, which can be useful for distinguishing the possible different senses of a word.
However, for specialised lexical units, also called terms, viewing the context is not enough
to clarify the meaning, and more information is needed to describe.

Previous studies have been carried out to provide the lexicographer with concordances of
discursive structures that link a term with its definition in specialised texts. Among them, we
should note the systematic search for definitions in specialised corpora (Pearson 1998;
Meyer 2001), the work on metalinguistic information extraction (Rodriguez 2004), and the
use of énoncés définitoires (Auger 1997; Rebeyrolle 2000).

For the purposes of this article, based on previous research by the Language Engineering
Group (Alarcén & Sierra 2003), we consider Definitional Contexts (henceforth referred to as
DCs): textual fragments in specialised texts in which information relevant for defining a
term is given. A DC is formed by its minimal constitutive elements: a term, a definition, and
usually a defining verb governing syntactic patterns. Also, some typographical and discur-
sive markers may commonly be used to highlight the presence of either a term or a defini-
tion. Here we present an example of a DC:

La energia primaria, en términos generales, se define como aquel recurso energético que no ha sufri-
do transformacién alguna, con excepci6n de su extraccion.
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In this case, we can see that the DC sequence is formed by the term energia primaria, the
definition aquel recurso..., and the verbal predication se define como (Eng: is defined as), as
well as other characteristic units such as the discursive marker en términos generales (Eng:
in general terms) and the typographical marker (bold font) that in this case emphasises the
presence of the term.

2 Applications of DCs

A corpus of DCs is an important tool for lexicographic work as well as work in other
areas such as terminology, information extraction, and text mining. Here we outline the
applications of the DC corpus for the Language Engineering Group at the Engineering
Institute, whose central project is the creation of onomasiological dictionaries (Sierra and
McNaught 2000), i.e. dictionaries that provide help to users who want to express a specific
concept they have in mind but do not remember the term for it.

2.1 DCs for linguistic definition analysis

We can see a definition as a linguistic description of a concept represented by a term.
This description establishes relationships with other terms, in order to delimit the meaning of
the concept. We identify five types of definitions according to Figure 1:

genus'+ differetitia

genus. synonym. funclion  extemsion

Figure 1. Typology of definitions

« Analytic definition: specifies genus + differentia.

» Exclusive genus definition: provides no description of the differentia.

* Synonymic definition: indicates a strong semantic relationship with the genus.

* Functional definition: includes differentia that indicate the function of the concept.

+ Extensional definition: includes differentia that enumerate the parts composing the con-
cept.

We identified regular specific patterns and structures associated with the representation
of concepts in natural language. In Spanish, most definitions start with a noun phrase,
although in functional definitions verbal phrases are also common.

« Noun phrases can start with a quantifier (todos, algunos, cada uno, ninguno), determin-
er (un, una, unos, unas, el, la, los, las), or demonstrative (este, esta, estos, estas).

» The genus may consist of a set of prepositional phrases after the initial noun phrase.

« The differentia may be introduced by subordinated clauses composed of noun, adjective
and prepositional phrases.
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Employing these patterns and structures is a productive method for recognising and clas-
sifying DCs in a corpus. Verbal predications are composed of a verb plus a grammatical par-
ticle and structures such as adverbs, adjectives, articles, prepositions or phrases. They estab-
lish a strong relationship with the type of definition introduced in a DC.

A DC corpus will be helpful in analysing — from a syntactic and semantic point of view —
the relationships among these elements, as well as the arguments for each of the different
types of definitions (e.g., agent/source, theme, goal).

2.2 DCs for automatic definition extraction

Terminography can be understood as the practice of creating dictionaries of specialised
terms. Terms may be identified in corpora either manually or automatically. In the field of
automatic term extraction, there are various possibilities for achieving this goal (Cabré,
Estopa & Vivaldi 2001); one of these is a rule-based system that identifies recurrent syntac-
tic patterns. Methodologies have also been developed for extracting definitions from text,
e.g., based on searching for linguistic and metalinguistic patterns (Rodriguez 2004; Klavans
& Muresan 2001).

We are working on the development of a tool for automatically extracting definitional
contexts in Spanish from corpora. Previous work on a small corpus on engineering helped us
to identify a collection of defining verbs commonly used in definitional contexts to link
terms and definitions (Sierra and Alarcén 2002). This repository of syntactic patterns has
been analysed, modified and extended by a methodology that will be explained in Section 3.

A corpus of DCs should provide a basis for analysing the constitutive elements of a defi-
nitional context. Furthermore, it could be a starting point for developing extraction algo-
rithms for a rule-based system. This means that the DC corpus is helpful for analysing the
structure of terms, definitions and characteristic elements, and will help to formulate rules
for extracting candidate DCs from annotated corpora.

2.3 DC:s for onomasiological dictionaries

An onomasiological dictionary is a user-oriented tool for accurately retrieving the terms
associated with a concept. The dictionary consists of a system that analyses the information
in lexical resources in order to create a lexical knowledge base (henceforth abbreviated as
LKB), which is then matched with a query given by the user to provide the relevant informa-
tion. The LKB provides all the knowledge necessary for onomasiological searching. In prin-
ciple, it must represent what a person knows about both concepts and their corresponding
terms. A person is able to determine the inherent properties of a concept and associate the
conceptual properties with a set of common terms. Our LKB consists then of a set of terms,
a set of definitions for each term, a set of keywords associated with the definitions and a set
of lexical paradigms that group keywords with the same meaning. It includes not only the
databases that constitute these sets of data, but also the interrelationships among all the sets.

Therefore, a corpus of DCs provides definitions (either lexicographical or terminologi-
cal), which are the basic elements for the LKB and the primary source of linguistic knowl-
edge to be considered. DC corpora are an important resource for attaining the high degree of
completeness required in the LKB. ’
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3 Methodology for DC identification

In this section, we present the different methodologies we used to obtain definitional
contexts. These methodologies constitute the steps of DC corpus building, and are related to
the need to identify and classify definitional contexts in different fields, in order to obtain a
representative collection. For this purpose, we searched for contexts in which the verbs are
linked to the Genus and Differentia. These defining verbs are: comprender, concebir, cono-
cer, considerar, definir, denominar, entender and identificar (Eng: to comprehend, to con-
ceive, to know, to consider, to define, to denominate, to understand and to identify).

3.1 Obtaining DCs through the Bwana

The Bwana is a search engine developed by the Instituto Universitario de Lingiiistica
Aplicada (IULA). This engine allows users to search for linguistic occurrences in IULA’s
Technical Corpus (BwanaNet). We used this corpus to obtain part of our collection of DCs.

3.1.1 Search methodology

The first step was the search for the occurrences of the defining verb lemmas. We
restricted to search to 500 occurrences of the lemma, using the random option to retrieve the
contexts. The searches were carried out on all fields of the corpus.

Once we had retrieved contexts containing the defining verbs, we manually analysed
them in order to find definitional contexts. We selected and classified each DC according to
the inflexion of the verb. This taxonomy helped us to identify a set of definitional patterns.

3.1.2 Definitional patterns

Using this set of definitional patterns, we started a new search. We translated the patterns
into regular expressions, according to the syntax of the EAGLES tags used by IULA’s
Technical Corpus.

Definitional patterns are composed of a defining verb and a grammatical element such as
the Spanish adverb como and the pronoun se. The patterns present different structures accord-
ing to the inflexion of the verb, and most of the defining verbs shared similar structures. Nev-
ertheless, some definitional patterns followed particular structures depending on the verb.

Here, we show some examples of definitional patterns and the syntax we used to find
them in the Bwana engine. We present three different cases related to the verbs definir,
entender and denominar. In the next example, we can see a pattern common to these verbs:

[word=“se”] [pos=“R.*”] {0,1} [lemma=*“definirlentender|denominar” & pos=“V[*GC] ..."”]
[word!="como”] {0,15} [word="como”] :

The pattern is formed by the pronoun se, another optional pronoun expressed by the
EAGLE tag “R”, the lemma of the defining verb in inflected form, any optional word pre-
sent in the next 15 words except the adverb como, and finally this adverb. The optional dis-
tance of 15 words takes into account the fact that the term or another element could appear
between the defining verb and the adverb como.
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With this pattern, we can retrieve contexts such as the following, in which we found the
term, hemdlisis, within the optional distance:

Estudio de la hemdlisis: <search pattern>se define la hem6lisis como</search pattern> la reduccién de
la duracién de la vida de los hematies, que normalmente es de 110 + 10 dfas.

3.1.3 Results

Some examples of the definitional patterns are shown below. Each one is specific to a
defining verb:

Definir:
[pos="Z"] [lemma="definir” & pos="HMS”] [word!=*como”] {0,15} [word="“como”]
Entender:
[pos=“V.*"] {1,2} [lemma="entender” & pos="HMS”] [word!="como”] {0,15} [word="como”]
Denominar:

[pos=“N.*"] [pos=*J.*"] {0,2} [lemma="denominar” & pos=“"HMS"]

In these examples, the defining verb occurs as a past participle. In the first one, the tag
“Z” represents any punctuation mark. In the second example, we take into account the
occurrence of at least one auxiliary verb. Finally, in the third example the tags “N” and “J”
represent a noun and an adjective, which are common elements in specialised terms.

Using the methodology described above, we retrieved a total of 10,589 contexts. In the
first stage, the search for the defining verb lemmas, we found 4,352 contexts, of which 363
were DCs and 3,989 were not (NO-DC). Searching with definitional patterns, we found
3,095 DCs and 3,142 NO-DCs.

There is a substantial difference between approaches involving obtaining DCs using
defining verb lemmas and those using definitional patterns; with the latter we can obtain bet-
ter results, both in precision and recall.

Further, we measured the precision of each definitional pattern. This measure, widely
used in Information Retrieval, was obtained in our case by dividing the number of DCs
found by the total number of contexts retrieved. The closer to 1 the precision value is, the
better the precision results, i.e., the less noise found in retrieving definitional context candi-
dates.

The precision values of the Genus & Differentia verbs are, in decreasing order: denomi-
nar, 0.720; conocer, 0.5183; concebir, 0.5116; entender, 0.4559; definir, 0.4483; identificar,
0.2133; comprender, 0.1580; and considerar, 0.1267.

We should note that searching for definitional patterns allows us to retrieve more DCs
with less noise.

3.2 Obtaining DCs through the CLI

While we searched for and integrated candidate DCs from the BWANA Corpus, we also
obtained other candidates from an extract of the Linguistic Corpus on Engineering (CLI, in
Spanish) (Medina et al. 2004). This extract contains approximately 500,000 words. The CLI
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is a corpus composed of technical documents (papers, reports, dissertations, etc.) in different
thematic areas of Engineering. : '

3.2.1 Methodology of the search for patterns

The recognition of DCs in the CLI extract was performed using specific verbal patterns.
For this task, we employed an electronic tool developed in Python by Rodriguez (2004).!

3.2.2 Search methodology

For the process of pattern extraction, we considered these verbal forms:

* Third person singular and plural inflexions (define, caracteriza, es/son..., etc.)

* Past and present participles, because they are associated in Spanish with the construc-
tion of verbal periphrasis in past perfect tense (se ha definido como, ha significado...), or in
passive constructions (siendo entendido como, es visualizado como...)

* The auxilliary poder (Eng: can) in verbal periphrasis (puede referir a, puede ser consid-
erado como...)

3.1.3 Results
We can see an example of the results of this process in Figure 2:

Total of lines Extracted Porcentage
89 0.710181934248 |
T PRy ——

24

conocido 19
' COmDGe 18
copmocida 13
carater 36
\‘cﬁmocimde 2

Figure 2. XML table with a DC Candidate

4 Corpus structure

After the extraction and classification of possible candidates from both corpora of texts,
the BWANA and the CLI, we established canonical patterns of DCs. These kinds of struc-

! The input for this system is a set of previously delimited text fragments. The output is a XML table with a list of pat-
terns obtained, the particular token associated with the pattern, and the frequency of use in the CLI extract as a whole.
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tures are described as those patterns that explicitly show a defining verb with its syntactic
arguments (Sierra et al. 2003; Aguilar et al. 2004), e.g., contrasting verbs such as definir,
considerar (to consider) or ser (to be). In the first case, definir and considerar show three
possible arguments: a NP or pro with the role of Agent or Source (Jackendoff 1991; Fillmore
et al. 2002), a NP representing the Term in the Theme role, and an Adjunct Phrase or Clause
introduced by a adverb como (as/like) with the definition in the role of Goal. Some examples
of these DCs are shown in (a) and (b):

a) {<El Minvu> <NP=Agent/Source>] [<define> <Verb>] [<Gobernabilidad Urbana> <NP=Theme>)
[<como> <Adverb>] : [<identificar tareas a realizar y quien las har4, las funciones que deben descen-
tralizarse y las que deben centralizarse> <Adjunt =Goal>]

b) [<Para esta direcci6én> <NP=Agent/Source>] [<el paisaje> <NP=Theme>] [<se concibe como>
<Verb>] [<una entidad espacial, un ensamble de ecosistemas en interaccién centrando su interés en los
diferentes fen6menos relacionados con el intercambio entre los sistemas y la heterogeneidad espacial>
<Adjunct =Predication>].

The verb ser includes one argument of the NP type in the Theme role, which identifies
the Term, and a nominal predication as definition, e.g., the case of (c):

¢) CUCHILLA FUSIBLE [<La cuchilla fusible> <NP=Theme>] [<es> <Predicacién Verbal
Definitoria>] [<un elemento de conexi6én y desconexi6n de circuitos eléctricos>. <FN/Definicién>]

This corpus shows the constituent units of DCs. For this reason, we have been establish-
ing a set of tags in XML that identify both the DC as a whole and the particular elements
integrated within it. The tags allow us to display an XML archive divided into a Head and a
Body. The fields declared in the Head are:

Mame Name of unit found in o document, ¢.g._ verls sor
Soures Riferemee to the origing] comus: BWANA ar CLI
Date Bt of compitation amd tupging

Pattern, Three comstiuction pattors:

b Conontenl pottem (o, the sopuls see assoclibd with the Aristolelian
Belinition: Term + Verh + Delinition’

2. nsertion of o NP or Impersonsd Pronoun (sv, in Spanish} refeming o
Andsor of Definition {o.g., X define Y camo L.

¥ Patlerns ossocinted with inseriion of on sdverbinf or preposifiono)
particle (.., X se consilera éomo ¥, Xoefiere s Y, X sirve para Y}

Type Type of definition: Genus & Dillerentia, Exclasive Genus, Synouymy,
: Funclional or Extensiona
Compiler Name of Compiler

Table 1. Tags associated with the Head of the XML archive

This information not only has a great value for identifying the verb associated with a DC
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in a text, but also for managing our corpora. In Figure 3, we illustrate the tags related to the

Body of the XML archive, each of which is explained in Table 2.

U §
[&Iptwmvﬁn ﬁn v Iprapu ffm’ l’a} i

"Jiwct: (cursha, negita. subrayadonl |

Figure 3. Three descriptions of XML tags in the Body

| Chrmvtexd

TERM | Term Refirs o the v sooslbdered. Fho airibute tipterm attodes in thevs poasible plirase souciunas:
) ) NP (oag, oiids, moun sl adfestivgd, NI & VP, and VIMwith a inlintbo verb) < WP,

EF Excliniion | Intiesies e Sefimitoos snsncinisd. with the beem, For (his casg, wee eoosidor as abnbatzs dh
ops of definitiens G0 {Cenus & Diffcratol, FUN (Functional), EXT (Exeeions), Gex
: - {Enclushne (reans) and ;&ig [Sentaxmivy

P¥D | Dl | Allinke lo the constnierns oF Velal Fraloanin, Dal 2 o vaty an aighil Aps) (Sl
1 Werhol | funt deflines sometting, and o meves tiat ingodoors the defindtion (i adward or g
Frodicaiinn | pecpasitinn)

Thie G swareaide ikt i‘mzmmmwkedj. oo i 4 savivn o uaifeen posidoeed:
Agent + Tann + Verb + Megus + Exefirkfion is the mamarked. sase dn contras oe other tases,
wowth as. passive constroctinns o Tam ¢ Anx + Yerb + Bexus + Dhafiniten), canstrucdons with.
an impisind) prongim se G + Trom ¢ Verb N + Delinitica), o fmviziad eooshitistiinne.
{Exatindion +sv + Vah + Nexus + Temn):

Tn addition, in some wses &y necessary e ko nde accoun) the Evidon ol a vertol stncturs
s+ Vg 4+ I?%,iws i ten units, eia the insenion of 3 Tom, for enample: <se dgluex for +
Wielhif < avRsatvare o BlKun 5o ’]Tem[ “onpads [Rexus] el coolwk aee af drou o e
secose fransveesel el bagwe 1 of s o K seoondn dronsvessal dol conal {Tefindtion). Tn
thix sase, veo assgm fhe atinbuics Pt § and Pand 2 do siiwis both.units as speeilic sonstitogns
o definigona wighal pocdisation: o0 ¢ Verh (Pt 11 Negus (Pan 31

Vi Feehping gz the Sliping vah thal sl s G fsclain v e veibal prsdication, Tpending of i
Veity serianiilo selailonahips. mopped for thie wb dn o 1O, sveessdoally & cun stabdich & cemaln
sambier of angumenis (g, ApentsSiurce + Fheme + Cinal verss Thame + Pradicane). If g
‘sﬁe;b witaing Thies piecible arpniemts, W intaduce dig pitimbsr 34 -:;{‘qaleyl With fue allghuies:
ftrednss e puiiiber 2 whei e verh sieg
AG Agem: Tisersad s e case OF Verds T Benv 6 SEEIGe ATHLEAE] AgeNl, Tir fecinlse e sITKE 10
autheex of the dellnion or cenale speonky units thas refier 0 this semontic sule, aub as
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persnnal Eonens {5, e first prrsca plurel pronuen noscéas) or the impersonal partisule
<

Rl

HE iNe Tmfiestey the advearts gp pepiition. Gal fopcliins 2 e nzdin alar the delining vad and

aetsnidndieg die dedindtian,

AT Dlscinive | Ikbmns dIsurane ROsurlung gun mreene 4 pmsihle IXC: 6% IGAUTRG GOREREGE,

O .11 Lcwarelo oo vaes Lot u... “1‘* ey e (i dradiding
RETL2 | dwpoprapts | ientities osours (llaic J, underiirary, vapilal &IlErs, o6C.p uT

1 o Naeker Hahligh the l:rm € Ihe de&mﬁm

Table 2. Tags for identification of DC units

5 Work in progress
5.1 Typology of definitions and their relationships with verbal predications

Given our aim of obtaining terms and definitions from real texts in any natural language
(in our case, Spanish), it is necessary to take into account the relationships established
among such terms and definitions and the verbal predications that connect them.

This corpus allows us to perform a more detailed analysis of how a verbal predication
determines the type of definition linked to a term in a DC. In this work, we have described
the relationships that definitions of Genus & Differentia maintain with verbs such as enten-
der, concebir, and definir, in the tri-argumental structure Agent/Source + Theme + Goal.
Additionally, we have identified other verbs such as referir, representar, ser and significar
(Eng: to refer, to represent, to be and to mean/to signify), related to definitions of Genus &
Differentia. The important distinction between these groups of verbs is that the latter group
establishes a bi-argumental structure of predication composed by a Theme (that is, the Term
in the role of Subject of these predication) and the predicate introduced after the verb.

However, we believe that these two types of relationships are not the only ones. For
example, verbs such as contener, incluir and integrar (Eng: to contain, to include and to inte-
grate) establish the nexus in Extensional Definitions; verbs such as emplear, servir and usar
(Eng: to employ, to serve and to use) are linked to functional definitions. This corpus offers
an important set of data that helps to accomplish a better analysis of these relationships
between verbal predications and types of definitions.

5.2 Concept extraction

DCs can be seen as the first stage in developing the conceptual framework for dictionary
and glossary creation, as well as in determining semantic relations or finding new terms in
specialised texts. Furthermore, DCs could help in many other lexicographic tasks, as we
have seen in this paper. We have observed that searching for DCs using their definitional
patterns is a good starting point for developing a rule-based DC-extractor system.

In order to identify these contexts automatically using corpora, we have recognised the
need for a DC corpus that helps us with the job of identifying and classifying definitional

2 For this purpose, we used the criteria described in FrameNet (http://framenet.icsi.berkeley.edu/) in relation to
verbs such as to conceive, to define and to understand.
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patterns. These patterns must at least help us to find DCs through the presence of defining
verbs. However, a DC is a more complex structure that includes discursive markers, typo-
graphical marks, and pragmatic relations that highlight the presence of both term and defini-
tions. Considering these characteristic elements would be helpful in developing rules for
extracting and classifying the elements present in DCs.

Thus, this investigation contributes to a much-needed approach within terminographical
research in the Spanish language, and adds new information to previous research based on
the English language.

5.3 Defintions in the onomasiological dictionary

As the onomasiological dictionary is concept-oriented, in order to permit searching for
terms by means of their meanings, the term and the concept must be extracted. Definitions
refer to a concept and identify it with respect to all others, giving its essential properties and
characteristics, along with some other relevant facts. Since definitions are easily identifiable
in lexical resources, either dictionaries or specialised corpora, they constitute the basic infor-
mation to be extracted. After recurrent linguistic patterns highlighting the presence of defini-
tions in specialised texts were identified, an expert group was created to work on extracting
definitions from different corpora in which terms are introduced and their concepts
explained. Both DCs and definitions were captured for each term in the terminological data-
bank (Sierra et al. 2003), on the subject of Linguistics, Physics (Lara et al. 2000), and sexu-
ality (Medina and Sierra 2004).

For our purposes, definitions provide sufficient information for the onomasiological dic-
tionary, as this type of dictionary contains the same information as a semasiological one, but
with the difference that look-up is carried out using the definition rather than the term as a
starting point. In this sense, lexical definitions provide a description of the necessary and
sufficient characteristics for identifying a concept. If someone reads a lexical definition, they
can often infer the word that denotes it. However, we take into account that the onomasio-
logical dictionary must allow users to input the concept to be searched through the ideas
they may have, using any words in any order; as such, there are several methods and a vari-
ety of words that may be used to formulate a concept. Therefore, the target for the termino-
logical data-bank was to get the most definitions possible for each term, as a single lexical
definition is not enough to retrieve the word; the individual definitions do not in themselves
contain sufficient information. This paradoxical ambivalence is our reason for considering
both dictionaries and corpora as the basic and essential resources of our LKB: instead of an
isolated resource, we use as much data as necessary drawn from different resources to
answer user queries.

Since the application of the onomasiological dictionary is restricted to specific domains,
the best starting point is therefore a corpus describing the conceptual framework of that
domain. As specialised corpora can extend the description of a concept beyond a useful kind
of knowledge, the extraction of the properties requires the specification of a limit. This prob-
lem affects the compilation of terminological data, which relies on some initial principles
such as the subject of the work, the users, the purpose of terminology processing, and the
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scope and extension intended. Although the effort to identify concepts froma conceptual
framework in a corpus is somewhat more difficult than using a dictionary as a database, it is
also worthwhile to point out that the benefits of using a richer resource can far exceed the
cost of extracting the information. :
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