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Abstract 
This study constructs a deep learning-based model to predict internet addiction among college students and analyzes significant influencing 
factors. A random survey of 4,895 students from a university in Shandong Province was conducted using questionnaires on general 
information, internet addiction (CIAS-R), personality (CBF-PI-B), psychological traits (SDS, SAS), parenting styles (EMBU), behavioral 
issues (SAS-C), and social support (ASSRS) to establish a database. A predictive model was developed using a 1D Convolutional Neural 
Network (1D-CNN), extracting key influencing factors of internet addiction. The model showed 92.77% accuracy, with high precision and 
recall rates for predicting normal users and addicts. The gradient calculation indicates that in second-year students, negative and withdrawal 
behaviors, depression, over-interfering families, and anxiety significantly contribute to Internet addiction, with factors exceeding 0.5. The 
1D-CNN model offers robust performance and accuracy in predicting internet addiction, identifying significant factors for early prevention 
and potential integration with apps for real-time monitoring. 
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Predicción de la adicción a Internet en estudiantes universitarios 
mediante un modelo 1D-CNN: análisis de los factores influyentes 
 

Resumen 
Este estudio construye un modelo basado en el aprendizaje profundo para predecir la adicción a Internet entre los estudiantes universitarios 
y analiza los factores influyentes significativos. Se realizó una encuesta aleatoria a 4.895 estudiantes de una universidad de la provincia de 
Shandong mediante cuestionarios sobre información general, adicción a internet (CIAS-R), personalidad (CBF-PI-B), rasgos psicológicos 
(SDS, SAS), estilos parentales (EMBU), problemas de conducta (SAS-C) y apoyo social (ASSRS) para establecer una base de datos. Se 
desarrolló un modelo predictivo utilizando una red neuronal convolucional 1D (1D-CNN), extrayendo los factores clave que influyen en la 
adicción a Internet. El modelo mostró una exactitud del 92,77%, con altos índices de precisión y recuerdo para predecir usuarios normales 
y adictos. El cálculo del gradiente indica que, en los estudiantes de segundo curso, los comportamientos negativos y de retraimiento, la 
depresión, el exceso de interferencia familiar y la ansiedad contribuyen significativamente a la adicción a Internet, con factores superiores a 
0,5. El modelo 1D-CNN ofrece un rendimiento y una precisión robustos en la predicción de la adicción a Internet, identificando factores 
significativos para la prevención temprana y la integración potencial con apps para la monitorización en tiempo real.  
 
Palabras clave: adicción a Internet; red neuronal profunda; predicción; estudiantes universitarios; modelo. 

 
 
 

1 Introduction 
 
With the revolution of science and technology, Internet 

technology has become an indispensable tool in people's daily 
lives. However, this also brings about a brand new problem, 
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the abuse of the Internet and the unrestrained use of modern 
electronic devices, causing a large number of teenagers to 
have Internet Addiction Disorder (IAD) [1, 2]. 

Goldberg et al. [3] first proposed the concept of Internet 
addiction, and Young. [4] further studied the influencing 
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factors of Internet addiction based on the Diagnostic and 
Statistical Manual of Mental Disorders (DSM) [5, 6]. The 
study found that excessive Internet use harms physical health, 
causes interpersonal difficulties, decreases academic 
performance and interferes with normal work. Therefore, in 
order to prevent college students' Internet addiction in 
advance, it is urgent to build an Internet addiction prediction 
model and extract significant influencing factors of Internet 
addiction, so as to provide a research basis for deploying 
Internet addiction detection software to grasp the Internet 
addiction status of college students in real time. 

Early research on Internet addiction mainly used methods 
based on statistical analysis. Yang. [7] conducted a 
questionnaire survey on 1,216 junior high school students in 
a nine-year compulsory education school in Jinan City, 
Shandong Province. After T-test analysis, the results show 
that the incidence rate of Internet overuse among junior high 
school students is 9.5%, and they have obvious characteristics 
such as anxiety, depression, psychoticism, and neuroticism. 
Chemnad et al. [8] conducted a survey among 479 teenagers 
in Qatar. After K-Prototype clustering, the results showed that 
family environment and school environment were negative 
and significant predictors of adolescent Internet addiction, 
with a prevalence rate of 29.64%. Lai et al. [9] conducted a 
psychological test on 844 Chinese adolescents in Hong Kong 
using demographics, the Internet Addiction Test Scale (IAT), 
and the Internet Addiction Scale-Revised (CIAS-R). 

After validation analysis in statistical methods, the results 
show that “the IAT is a valid and reliable scale for screening 
Internet addiction among Chinese adolescents”. The above 
research methods usually require complex data processing 
and calculations before obtaining results through analysis, and 
their reliability and accuracy need to be further improved. 
Considering the limitations of the number of psychologists 
and self-answer questionnaires, it is difficult to effectively 
screen out Internet addicted subjects on a large scale. 

With the rise of Internet technology and the development of 
science and technology, using machine learning and deep 
learning algorithms to process massive data and identify data 
patterns has become a trend and even a necessary method. This 
technology is widely used in manufacturing, finance, life 
sciences and healthcare industry [10,11]. Di et al. [12] used 
multiple personality questionnaire data and support vector 
machine algorithms to detect Internet addiction symptoms 
among middle school students. They classified the samples and 
optimized parameters through support vector machines and grid 
search algorithms, and their Internet addiction detection 
performance reached 96.32%. Chaudhury et al. [13] used naive 
Bayes, support vector machine and radial basis function neural 
network to analyze the impact of smartphones on the academic 
performance of 222 college students. The results showed that 
there is a correlation between smartphone addiction and 
academic performance sex. Shae et al. [14] constructed an 
unsupervised artificial intelligence (AI) model (XGBOOST) for 
internet addiction prediction using an auto encoder AI model 
(GAN) to generate training data. This model preliminarily 
discusses the prediction mechanism of Internet addiction based 
on deep learning technology, and provides a direction for 
research on using deep learning technology to detect Internet 
addiction. The limitations of the above-mentioned studies are: 

① There will be bias in predictions for subjects in different 
geographical and cultural backgrounds ② The generalization of 
machine learning models needs to be improved ③ The research 
on Internet addiction and its main influencing factors is not 
systematic and comprehensive enough. 

In view of this, this study randomly surveyed 4895 college 
students in a university in Shandong Province. First, one basic 
questionnaire and seven assessment scales were used to 
investigate Internet addiction, and then statistics and analysis 
of factors related to Internet addiction were conducted. On 
this basis, an Internet addiction database was established, an 
Internet addiction prediction model was constructed based on 
a one-dimensional convolutional neural network, and 
influencing factors with an impact factor greater than 0.5 were 
extracted in order to prevent Internet addiction among college 
students in Shandong Province, China. Thereby providing a 
research foundation. 

 
2 Materials and methods 

 
2.1 Data collection and processing 

 
2.1.1 Data collection 

 
This study employs seven different questionnaires to 

thoroughly investigate the factors affecting Internet addiction, 
capturing a wide spectrum of personal attributes. The general 
information questionnaire collects basic demographic, grades, 
majors, and family data. Internet addiction questionnaire are 
measured by the Revised Chinese Internet Addiction Scale 
(CIAS-R), with a scoring system from normal to addiction levels 
and a high reliability (Cronbach's α = 0.930) [15]. In the present 
study, Cronbach’s α = 0.90. Personality traits are assessed 
through the Chinese Big Five Personality Inventory Brief (CBF-
PI-B), covering five key dimensions with an overall Cronbach's 
α range of 0.76 to 0.81 [16]. In the present study, Cronbach’s α = 
0.92. Mental health is evaluated using the Self-Rating 
Depression Scale (SDS) and the Self-Rating Anxiety Scale 
(SAS), each with their own scoring criteria and demonstrated 
reliability (Cronbach's α of 0.751 for SDS and 0.82 for SAS) 
[17,18]. In the present study, Cronbach’s α = 0.91 and 0.90 
respectively. The Evaluation of Parenting Styles Scale (EMBU) 
analyzes parenting attitudes and behaviors, with a reliability 
range of 0.58-0.922 [19]. In the present study, Cronbach’s α = 
0.98. Smartphone addiction is assessed using the SAS-C, which 
features a 5-point scale and a Cronbach’s α of 0.88 [20]. In the 
present study, Cronbach’s α = 089. Finally, the Adolescent Social 
Support Rating Scale (ASSRS) examines various dimensions of 
social support, with a reliability range of 0.60-0.76 [21]. In the 
present study, Cronbach’s α = 0.93. Each questionnaire is 
meticulously validated for accuracy and reliability, making them 
effective tools for measuring various aspects pertinent to internet 
addiction in this deep learning-based study. 

 
2.1.2 Participants 

 
The research was initiated by a university in Shandong 

Province, aiming to gain a comprehensive understanding of 
the different characteristics of the student body at the 
university. The research covered four grades (from freshman  
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Table 1. 
The characteristics of college students in Shandong. 

Survey type Relevant 
factor 

Classification 
description 

Internet addiction，number/% Sum 
N=4895 P value Normal 

n=3882 (79.29) 
Addiction 

n=1013 (20.71) 

General 
information 

1. Age (Mean, SD) 20.45±3.65 19.87±5.63 21.75±2.31 0.587 

Gender 2. Male 1947 (79.47) 503 (20.53) 2450 (50.05) 0.939 
3. Female 1935 (79.14) 510 (20.86) 2445 (49.95) 

Class 

4. First grade 1368 (76.99) 409 (23.01) 1777 (36.30) 0.009 
5. Second grade 1206 (79.24) 316 (20.76) 1522 (31.09)  
6. Third grade 784 (79.35) 204 (20.65) 988 (20.18)  
7. Fourth grade 616 (88.00) 84 (12.00) 608 (12.42)  

Only children 8. Yes 2522 (80.55) 609 (19.45) 3131 (63.96) 0.446 
9. No 1360 (77.10) 404 (22.90) 1940 (36.04) 

Experience of 
left-behind 
children 

10. Yes 2004 (75.20) 661 (24.80) 2665 (54.44) <0.001 

11. No 1878 (84.22) 352 (15.78) 2230 (45.56)  

Single parent 12. Yes 1075 (61.08) 685 (38.92) 1760 (35.96) 0.002 
13. No 2807 (89.54) 328 (10.46) 3135 (64.04)  

Family 
economic 
conditions 

14. Poor 1171 (84.43) 216 (15.57) 1387 (28.34) 0.002 
15. Normal 1139 (64.39) 630 (35.61) 1769 (36.14)  
16. Rich 1572 (90.40) 167 (9.60) 1739 (35.53)  

Psychological 
characteristics 

Depression 

17. No 944 (85.12) 165 (14.88) 1109 (22.66) 0.018 
18. Mild 1005 (85.17) 175 (14.83) 1180 (24.11)  
19. Moderate 923 (79.36) 240 (20.64) 1163 (23.76)  
20. Severe 1010 (69.99) 433 (30.01) 1443 (29.48)  

Anxiety 

21. No 904 (85.28) 156 (14.72) 1060 (21.65) 0.017 
22. Mild 1004 (83.74) 195 (16.26) 1199 (24.49)  
23. Moderate 932 (82.04) 204 (17.96) 1136 (23.21)  
24. Severe 1042 (69.47) 458 (30.53) 1500 (30.64)  

Big five personality 

25. Extraversion 770 (79.14) 203 (20.86) 973 (19.88) <0.001 
26. Agreeableness 788 (79.36) 205 (20.64) 993 (20.29)  
27. Conscientiousness 767 (79.32) 200 (20.68) 967 (19.75)  
28. Neuroticism 870 (73.11) 320 (26.89) 1190 (24.31)  
29. Openness 687 (88.99) 85 (11.01) 772 (15.77)  

Parenting 

Paternal 

31. caring and 
understanding 611 (82.97) 127 (17.21) 738 (15.08) <0.001 

31. Harsh punishment 657 (78.97) 175 (21.03) 832 (17.00)  
32. overly intrusive 669 (79.36) 174 (20.64) 843 (17.22)  
33. Favoring the 
subject 611 (77.64) 176 (22.36) 787 (16.08)  

34. Denial 656 (79.52) 169 (20.48) 825 (16.85)  
35. Overprotection 678 (77.93) 192 (22.07) 870 (17.77)  

Maternal 

36. caring and 
understanding 781 (84.71) 141 (15.29) 922 (18.84) <0.001 

37. overly intrusive 775 (79.16) 204 (20.84) 979 (20.00)  
38. Denial 806 (77.50) 234 (22.50) 1040 (21.25)  
39. Harsh punishment 768 (78.13) 215 (21.87) 983 (20.08)  
40. Favoring the 
subject 752 (77.45) 219 (22.55) 971 (19.84)  

Behavioral 
problems 

Smartphone 
addiction 

41. Social reassurance 641 (83.68) 125 (16.32) 766 (15.65) 0.001 
42. Negative behavior 660 (76.04) 208 (23.96) 868 (17.73)  
43. Withdrawal 
behavior 605 (76.20) 189 (23.80) 794 (16.22)  

44. Highlight 
behavior 655 (77.33) 192 (22.67) 847 (17.30)  

45. APP use 667 (79.40) 173 (20.60) 840 (17.16)  
46. APP update 654 (83.85) 126 (16.15) 780 (15.93)  

Social support 

47. Strong 979 (82.97) 201 (17.03) 1180 (24.11) <0.001 
48. Good 938 (80.72) 224 (19.28) 1162 (23.74)  
49. Fair 990 (81.15) 230 (18.85) 1220 (24.92)  
50. Poor 975 (73.14) 358 (26.86) 1333 (27.23)  

Source: The authors. 
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to senior) and 175 classes at the university, involving nine 
colleges. To collect the data, the research team used the 
Tencent questionnaire tool, which converted the base 
questionnaire and seven assessment scales into an online 
format. The questionnaires were distributed by the 
counsellors of each class through a link. 

Regarding the gathering and validity of questionnaires, a 
sum of 5,247 were amassed, with 4,895 qualifying as valid. 
The gender distribution among student participants was 
nearly equal, comprising 2,450 males and 2,445 females, 
accounting for 50.05% and 49.95% of the participants 
respectively. Participants' ages varied from 17 to 24 years, 
averaging at 21.75 years with a standard deviation of 2.31. 

In terms of college distribution, the College of Mechanical 
Engineering had the highest number of participants with 887, 
followed by the College of Vehicle Engineering (695) and the 
College of Agricultural Engineering (700). The College of 
Electrical Engineering had 589 participants, the College of 
Computer Science had 548, the College of Mathematics and 
Statistics had 446, the College of Law had 346, the College of 
Management had 401, and the College of Foreign Languages 
had 283. The percentage of each college is 18.14%, 14.21%, 
14.32%, 12.04%, 11.21%, 9.01%, 7.07%, 8.20%, and 5.80% 
respectively. 

Statistical analysis revealed that the rate of internet 
addiction was 20.71% and the rate of no internet addiction 
was 79.28%. Among them, there was no statistical difference 
(x2 = 0.43, P > 0.05) in internet addiction among age, gender, 
and whether they were only child, whereas there was a 
statistical difference (x2 = 15.43, P < 0.05) in internet 
addiction among grade level, whether they were single parent, 
family economic condition, depression condition, anxiety 
condition, and mobile phone addiction condition. Big 5 
personality situation, parenting style, and social support were 
statistically significantly different, P < 0.001. 

The detailed findings are listed in Table 1. This 
research provides a comprehensive and detailed 
understanding of the student body of a university in 
Shandong Province. 

This study will ensure that participants clearly understand 
the purpose of the study and participate on a voluntary basis 
during the data collection phase. The project has been 
approved by the University's student work department and is 
strongly supported by the relevant faculty members to ensure 
compliance and ethicality of the study. 

 
2.1.3 Data processing 

 
The study's dataset, encompassing both normal Internet 

users and those with Internet addiction, was strategically 
divided into three subsets for developing and evaluating a 
predictive model. This division was done randomly in an 
8:1:1 ratio, resulting in a training set of 3916 subjects, a 
validation set, and a test set, each containing 489 subjects. 

The training set's primary role was to facilitate the initial 
training of the predictive model. The validation set was 
crucial for testing the model's predictive accuracy and for 
fine-tuning key parameters such as the learning rate and 
regularization coefficient. This process was vital to enhance 

the model's performance and to mitigate overfitting. The test 
set's function was to conduct the final assessment of the 
model's prediction capabilities. For effective model training 
and evaluation, participants were distinctly labeled as "0: 
normal" for regular Internet users and "1: addiction" for those 
exhibiting addictive behaviors. This labeling was integral to 
the model's accuracy in distinguishing between the two 
groups. 

 
2.2 1D-CNN prediction model 

 
A CNN is a network model that can simulate human vision 

and recognize images, and was inspired by research on 
biological visual systems [22, 23]. The CNN can be used to 
process data such as characters, text, audio, images, and 
videos, and the 1D-CNN can also be used to deal with 
traditional data classification problems to achieve the fast 
learning of the pattern relationships between data [24]. 

Internet addiction influences are one-dimensional vectors, a 
multivariate sequential data, involving 20 aspects of influences, 
containing a total of 50 potential independent variables, and 2 
dependent variables. Drawing inspiration from the classical 
Convolutional Neural Network (CNN) model, AlexNet, a series 
of experiments were conducted to refine the structure and hyper-
parameters of the CNN, culminating in the development of a 
predictive model for Internet addiction. 

This proposed model is architecturally composed of 
several layers: an input layer for initial data reception, a 
convolutional layer for feature extraction, a normalization 
layer to stabilize learning, an activation function layer to 
introduce non-linearity, a pooling layer for dimensionality 
reduction, a fully connected layer to synthesize learned 
features, and an output layer for final prediction. The 
structural layout of this model is illustrated in Fig. 1. 

 
Input shape: 1×50

Activation function: ReLU 

Pool size: 1×2 

Stride: 2 

Pool size: 1×2 

Stride: 2 

Activation function: ReLU 

Filter size: 1×3
Number of filter: 15 

Filter size: 1×3
Number of filter: 15 

Filter size: 1×3
Number of filter: 15 

Filter size: 1×2
Number of filter: 10 

Filter size: 1×2
Number of filter: 10 

Ouput shape: 90×2

Inpu layer

Convolution 1D layer 1

Batch normalization 1D layer 1

Activation function layer 1

Max pooling 1D layer 1

Convolution 1D layer 2

Batch normalization 1D layer 2

Activation function layer 2

Max pooling 1D layer 2

Convolution 1D layer 3

Convolution 1D layer 4

Convolution 1D layer 5

Max pooling 1D layer 3

Fully connected layer 1  
Figure 1. Extraction results of significant influencing factors of Internet 
addiction.  
Source: The authors. 
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In Fig. 1, he input dimension of the input layer is 1×50, 
representing the 50 influencing factors of Internet addiction. 
After data normalization, the characteristics of Internet 
addiction in the input group with a size of t are 

{ }1 2 50, ,t t t tx x x x= … … . Each group of data corresponds to an 
addiction sample, and the sample labels are { } 0

, {0,1}N
t tt

y y
=

= , 
where y0 corresponds to the normal Internet use sample, y1 
corresponds to the Internet addiction sample, and N denotes 
the total number of samples. 

In a convolutional neural network model, the inter-layer 
relationships primarily facilitate data extraction. The concept 
of a weight matrix is central to this process. It embodies a 
subset of locally connected neurons from one layer to the next 
within the network, thereby generating a feature map. The 
convolutional layer's multiple feature maps, characterized by 
their respective weight matrices, are commonly referred to as 
convolution kernels. The mathematical representation of this 
convolution process is as follows [25]: 

 

( )j ij i j

i
y f k x b= ∑ ∗ +  (1) 

 
In this formula, the symbol ∗ denotes the convolution 

operation. The term yj signifies the j-th output neuron, xi 
represents the i-th input feature, Kij denotes the convolution 
kernel involved in the convolution operation of this specific 
layer, and bj indicates the bias associated with the j-th feature. 

The pooling layer, analogous to the complex cells in the primary 
visual cortex, exhibits robustness and insensitivity to positional 
shifts in input data. This layer's function compresses the data 
dimensions, enhancing the computational efficiency of the network 
model. There are two primary forms of pooling operations: 
1. Average Pooling: This method calculates the mean value 

within the sampling window, thus determining the 
feature's eigenvalue. 

2. Max Pooling: This approach identifies the most salient 
feature by selecting the maximum value within the 
sampling window. 

In this research, the max pooling technique was employed, 
expressed as: 

 
( ) { }1max , ,

k
k sa X

f X a a
∈

= …  
(2) 

 
Here, eq. (2) utilizes max pooling for signal 

dimensionality reduction. It maps the feature Y, derived from 
the convolutional layer, into multiple non-overlapping 
regions X, with k representing indices 1 through K. Each 
region size is defined as 1×s. 

Within Convolutional Neural Networks (CNNs), after 
undergoing a series of convolutional and pooling layer 
operations, feature maps are transformed into a one-
dimensional vector. This vector subsequently passes through 
a fully connected layer, where it is assigned weights 
corresponding to different categories. The output from this 
layer is then matched against the true labels to assess the 
effectiveness of the model. The level of deviation between the 
predicted output and actual labels is calculated using the 
cross-entropy loss function, which is mathematically 

expressed in the following way [26]: 
 

( )
1

1 1 log
M

i ic ic
i i i

E L y p
N N =

= ∑ = − ∑∑  (3) 

 
In this formulation, yic is a binary indicator used to denote 

whether the true class of the i-th sample corresponds to class 
c, taking the value of 1 if it does and 0 otherwise. The term pic 
signifies the model's predicted probability that the i-th sample 
observed falls into class c. Here, M represents the total count 
of categories within the dataset, while N denotes the total 
number of samples under consideration. E is used to represent 
the error value, with a lower E value indicative of a more 
successful learning outcome achieved by the model. 

The model's weights and biases are updated using gradient 
descent after calculating the output category's error. The 
Adaptive Moment Estimation (Adam) algorithm optimizes 
this process, influencing the training speed and results [27]. 

The Internet addiction prediction model, which leverages 
deep learning techniques, underwent a comprehensive process of 
feature extraction and optimization of its weights before it was 
fully trained. This model is structured with an input layer, 
followed by five convolutional layers, three pooling layers, two 
layers for normalization, and culminates in a fully connected 
layer. The convolution kernels are designed with dimensions of 
1×2 in the initial two layers, changing to 1×3 in the subsequent 
three layers. To address the potential problems of vanishing and 
exploding gradients, the Rectified Linear Unit (ReLU) function 
was chosen as the activation function. Additionally, batch 
normalization was introduced post the first and second 
convolutional layers to enhance the rate at which the model 
converges. Important parameters of the model include a learning 
rate set at 0.001, a batch size of 64, the employment of the Adam 
optimizer, and a training regimen spanning 500 epochs. 

 
2.3 Experiment platform and evaluation indexes 

 
The network model was trained and evaluated on a local 

laptop equipped with a 12th generation Intel® Core™ i5-12500H 
processor, 16 GB of RAM, and a 1 TB SSD. It featured an 
NVIDIA GeForce RTX 3060 Laptop GPU with 4 GB of 
dedicated memory. The operating system used was Ubuntu 18.04, 
and the model was developed using Python 3.10 in conjunction 
with the PyTorch 1.10.0 deep learning framework. 

The model's performance was assessed using four key 
metrics: accuracy, precision, recall, and the F1 score. Accuracy 
represents the ratio of correctly predicted instances to the overall 
number of instances. Precision is the measure of the proportion of 
true positive predictions in all positive predictions made. Recall 
reflects the proportion of actual positives that have been correctly 
identified. The F1 score, which is the harmonic mean of precision 
and recall, is scaled between 0 and 1, where higher values denote 
better performance of the model. 

 
3 Results 

 
3.1 Internet addiction prediction results 

 
The efficacy of the proposed model for predicting Internet 

addiction is demonstrated in Fig. 2. During the training phase,  



Wang et al / Revista DYNA, 91(233), pp. 66-74, July - September, 2024. 

71 

Figure 2. Training results of Internet addiction prediction model.  
Source: The authors. 

 
 

Figure 3. Prediction results of Internet addiction model. 
Source: The authors. 

 
 

the model's loss function initially decreased rapidly, signaling swift 
learning of the primary data features and robust data-fitting 
capability. As training progressed, the model reached a state of 
convergence. In the testing phase, the loss value steadily aligned 
with the training outcomes, eventually approaching zero, which 
underscores the model's enhanced predictive proficiency. 

For practical evaluation, 118 samples were randomly selected 
as test data, with results detailed in the confusion matrix in Fig. 3. 
Of the normal Internet users, 51 were accurately identified, with 
3 misclassifications. For users exhibiting Internet addiction, 60 
were correctly predicted, with 4 misclassified. This resulted in a 
prediction accuracy of 94.07%, reflecting the model's substantial 
generalization capacity. 

 
3.2 Prediction results of different models 

 
The effectiveness of the 1D-CNN model was compared 

with that of Support Vector Machine (SVM) and Multilayer 

Perceptron (MLP) algorithms in a detailed assessment. This 
comparison was based on identical training data and model 
parameters, focusing on predicting normal and Internet-
addicted users. As per the data in Table 2, the 1D-CNN model 
achieved a 92.77% accuracy, outperforming the SVM and 
MLP models by 5.30% and 3.21%, respectively. 

In terms of precision, recall, and F1 scores for normal 
Internet users, the 1D-CNN model scored 93.59%, 93.75%, 
and 0.937, respectively. For Internet-addicted users, the 
scores were 99.74%, 98.73%, and 0.992, respectively. The F1 
scores for normal users predicted by the 1D-CNN were 0.05 
and 0.036 higher than those of the SVM and MLP models, 
while for addicted users, the improvements were 0.07 and 
0.06, respectively. These results establish the 1D-CNN 
model's superior predictive capabilities compared to SVM 
and MLP models, making it a viable tool for early detection 
and prevention of Internet addiction among college students. 

 
3.3 Internet addiction significantly affects the results of 

factors 
 
In Table 1, influences with statistically significant 

differences were selected as input characteristics for the 
prediction model, namely, first grade (C1), second grade (C2), 
single-parent family (C3), non-single-parent family (C4), 
poor family (C5), rich family (C6), negative behavior (C7), 
withdrawal behavior (C8), neuroticism (C9), extraversion 
(C10), no depression (C11), depressed (C12), overly intrusive 
(C13), understanding and caring (C14), anxiety (C15), no 
anxiety (C16), poor social support (C17), and very good 
social support (C18). 

 
Table 2.  
Prediction results of different models. 

Model A Forecast result Internet addiction 
P R F1 P R F1 

SVM 87.47 83.78 93.67 0.884 91.67 93.45 0.925 
MLP 89.56 87.46 93.85 0.901 95.85 92.72 0.932 
1D-

CNN 92.77 93.59 93.75 0.937 99.74 98.73 0.992 

Note: A indicates Accuracy, P indicates Precision rate, R indicates Recall 
rate, F1 indicates F1 score.  
Source: The authors. 

 
 

 
Figure 4. Significant factors affecting Internet addiction. 
Source: The authors. 
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As can be seen in Fig. 4, first grade (C1): there is no 
difference between Internet addiction and normal Internet 
users with an impact factor of 0; second grade (C2): the 
impact factor of 0.81 for Internet addiction is significantly 
higher than that of 0.27 for normal internet users; single-
parent family (C3) and non-single-parent family (C4): the 
impact factor was less than 0.5, with no significant effect on 
Internet addiction; poor family (C5): the impact factor for 
normal Internet users is 0.6; rich family (C6): no difference 
between Internet addiction and normal Internet users; 
negative behavior (C7) and withdrawal behavior (C8): 
significant influence on Internet addiction with an impact 
factor of 0.75 and 0.83 respectively among Internet addiction, 
and a smaller weighting among normal Internet users; 
neuroticism (C9) and extraversion (C10): there is less 
influence between Internet addiction and normal Internet 
users; no depression (C11) and depressed (C12): those 
depressed are more likely to be Internet addicted with an 
impact factor of 1.0; overly intrusive (C13) and understanding 
and caring (C14): overly intrusive families have an effect on 
both Internet addiction and normal Internet users, and 
understanding and caring families have a positive effect on 
normal Internet users; anxiety (C15) and no anxiety (C16): 
those with anxiety have a greater impact on Internet addiction, 
with an impact factor of 0.55; poor social support (C17) and 
very good social support (C18): individuals with very good 
social support have a greater weight among normal Internet 
users. 

Based on the above analyses, the priority of the influence 
factors of Internet addiction is: C12 (1.0) > C8 (0.83) > C2 
(0.81) > C7 (0.75) > C13 (0.7) > C15 (0.55) > C11 (0.43) > 
C16 (0.42) > C18 (0.39) > C17 (0.34) > C9 (0.32) > C14 
(0.31) > C10 (0.27) > C5 (0.25) > C4 (0.24) > C3 (0.2) > C6 
(0.2) > C1 (0), and the priority of the influence factors of 
normal Internet users is: C13 (1.0) > C18 (0.79) > C14 (0.78) 
> C5 (0.6) > C8 (0.38) > C2 (0.29) > C3 (0.27) > C17 (0.23) 
> C11 (0.22) > C10 (0.17) > C4 (0.13) > C15 (0.12) > C12 
(0.11) > C9 (0.09) > C16 (0.08) > C7 (0.07) > C6 (0.05) > C1 
(0). This ranking can help to understand the different effects 
of the factors on Internet addiction and normal Internet users, 
and provide direction for future interventions and research. 

 
4 Conclusions 

 
The statistical analysis results of the questionnaire show 

that the Internet addiction rate among college students is 
20.71%. There are no statistical differences in Internet 
addiction among age, gender, and being an only child, P > 
0.05. There are statistically significant differences in Internet 
addiction among grade, whether a single parent is a single 
parent, family economic conditions, depression, anxiety, and 
mobile phone addiction, P < 0.05. There are significant 
statistical differences in Big Five personality status, parenting 
styles, and social support, P < 0.001. 

Using statistical results as original data, we built an 
Internet addiction prediction model based on one-dimensional 
convolutional neural network addiction. The results show that 
the accuracy of the model is 92.77%; the accuracy of 
predicting normal Internet users is 93.59%, and the recall rate 
is 93.59%. is 93.75, and the F1 score is 0.937; the precision 

rate of predicting Internet addiction is 99.74%, the recall rate 
is 98.73%, and the F1 score is 0.992. Compared with the 
Internet addiction prediction model constructed by SVM and 
MLP algorithms, its accuracy is 5.30 and 3.21 percentage 
points higher respectively. The F1 scores of normal Internet 
users are 0.05 and 0.036 higher respectively, and the F1 scores 
of Internet addiction are 0.07 and 0.06 higher respectively. 

On this basis, the influencing factors with statistically 
significant differences were selected as the input features of 
the prediction model, and the gradient of the input features 
was calculated using the method of gradient back propagation 
to get the degree of influence of the input features on the 
category, and the results showed that second-grade students,  
negative behaviors and withdrawal behaviors, having 
depression, over-interfering, and having anxiety had a greater 
influence on Internet addiction, and the influence factors were 
all greater than 0.5. Family poverty, excessive interference, 
understanding and caring family and good social support have 
a greater impact on normal Internet use and can help students 
avoid Internet addiction. 

After the above analysis, more attention should be paid to 
second-year students, students with negative and withdrawal 
behaviors, students with depression, students with over-
interfering families and students with anxiety when 
preventing internet addiction in college to provide a research 
basis for preventing internet addiction in college students. 

 
5 Discussion 

 
The Internet's integral role in daily life has led to concerns 

regarding Internet addiction, negatively impacting academic, 
physical, and mental health. Di et al. [12] developed a 
predictive model using a support vector machine, identifying 
neuroticism and poor planning as key contributors to this 
addiction. Huang et al. [28] found a positive correlation 
between narrative disorders and cell phone addiction. Chemnad 
et al. [8] examined environmental influences on Internet 
addiction, using demographic data, diagnostic questionnaires, 
and scales related to family relationships and health behaviors. 
They discovered that family and school environments 
significantly predict Internet addiction, with a 29.64% 
prevalence rate. Xie et al. [29] demonstrated a positive 
correlation between anxiety, depression, and Internet addiction. 
Kuss et al. [30] focused on adolescents, noting that traits like 
low emotional stability and introversion increase susceptibility 
to Internet addiction. Chemnad et al. [8] also studied the link 
between social media usage and problematic Internet 
behaviors, suggesting the need for monitoring individual 
application usage for effective intervention strategies. Ioannidis 
et al. [31] used Logistic Regression, Random Forest, and 
Bayesian Machine Learning to create predictive models for 
problematic Internet use, validating the use of impulsivity and 
compulsivity as key factors in these models. 

In this study, a prediction model for Internet addiction was 
constructed based on a one-dimensional convolutional neural 
network. One-dimensional convolutional neural networks 
(1D-CNN) demonstrate superior efficiency in feature 
acquisition and robustness in model construction with 
traditional data. Current Internet addiction questionnaires 
often rely on self-reporting, which may not accurately reflect 
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addiction behaviors due to students avoiding direct questions. 
This approach fails to identify and intervene in early stages of 
addiction considering psychological, social, and familial 
factors. Our method evaluates Internet addiction based on 
abnormalities in these factors, employing machine learning 
and deep learning techniques for precise predictions. 
Specifically, 1D-CNN effectively identifies the risk of 
Internet addiction among college students in a university in 
Shandong Province, aiming to provide targeted early 
intervention and reduce addiction rates. Future research could 
implement predictive software in real-time applications to 
monitor Internet addiction symptoms among college students, 
thus contributing to early prevention strategies in university 
settings. 
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