
Proceedings of the ETHICOMP 2024. Smart Ethics in the Digital World  

Logroño, Spain, March 2024 61 

EU AI ACT AND ITS CONDITIONS FOR HUMAN FLOURISHING: A VIRTUE 
ETHICS PERSPECTIVE 

 

Salla Westerstrand 

Turku School of Economics, University of Turku (Finland) 

sakrpon@utu.fi 

 

EXTENDED ABSTRACT 

Recent developments in Artificial Intelligence (AI) have accelerated initiatives to guide and 
regulate the use thereof. In the European Union (EU), the European Commission (Commission) 
gave its proposal for a regulation of the European Parliament and of the proposal for a 
Regulation of European Parliament and of the Council Laying Down Harmonised Rules on 
Artificial Intelligence (Artificial Intelligence Act) (hereinafter: EU AI Act) in April 2021 (European 
Commission 2021). The proposal was followed by intense political discussions and amendments, 
leading to the adoption of the General Approach of the Council of the EU in November 2022 and 
amendments adopted by the European Parliament in June 2023. Currently, the draft is in 
trilogue negotiations between the three EU institutions and is scheduled to be adopted by the 
end of 2023. 

Whereas the upcoming EU AI Act is not an ethics guideline2, it is of high relevance when 
evaluating the societal conditions that guide the ethical directions of AI systems development 
in Europe but also globally. First, unlike the Ethics Guidelines for Trustworthy AI published by 
the Commission in 2019 (HLEG, 2019), the EU AI Act is legally binding and introduces sanctions 
for providers and users of the regulated AI technologies upon non-compliance. Therefore, it can 
be expected that the EU AI Act contributes to setting the basis for ethical directions of AI 
development.  

Second, it addresses certain phenomena that have been shown to be subject to ethical 
dilemmas. We could ask, for instance: is it justified to exercise effective surveillance in public 
spaces and hence limit human freedom to protect citizens' physical safety against a terrorist 
attack (Almeida et al., 2022; Zuboff, 2019)? Can it be acceptable to deploy highly accurate 
algorithms in recruitment and thus find better fitting workplaces for most people more 
efficiently, if that means a higher risk for systematic discrimination of minorities (for a review of 
ethics of AI in recruitment, see Hunkenschroer & Luetge, 2022)? Both are situations that fall into 
the scope of the EU AI Act. It includes prohibitions to AI-powered surveillance and deems AI 
used in recruiting high-risk and thus subject to further requirements. Furthermore, if the EU AI 
Act leads to the adoption of corresponding measures in non-EU countries similar to the case of 
the General Data Protection Regulation (GDPR) (a.k.a. Brussels effect), it is anticipated to have a 
global impact on the direction which AI is being developed (Siegmann & Anderljung, 2022). 
Hence, despite arguably being a Eurocentric perspective and thus not reflecting the full global 
discourse around AI development, it is expected to offer a fruitful starting point for better 

 
2 The Commission gave its recommendations, Ethics Guidelines for Trustworthy AI, in 2019, which is 
available here: https://digital-strategy.ec.europa.eu/en/library/ethics-guidelines-trustworthy-ai.  
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understanding the ethical directions of ongoing AI development, mainly in the EU but also 
beyond. 

Still, is compliance with the EU AI Act a guarantee or even a promise of ethical AI? As the latest 
versions of the EU AI Act were introduced only recently, we still lack understanding of what kind 
of ethical implications the European regulation could have on AI development when adopted. 
Understanding the ethical directions implied by the EU AI Act is essential for several reasons: 
First, it offers the providers of AI systems, namely IS practitioners, a better understanding of 
what can be achieved by EU AI Act compliance in terms of ethical AI, and what perhaps falls out 
of the scope of the European legislation and needs to be done by other means. Second, it offers 
guidance for policymakers to fill the gaps left behind by the EU AI Act in order to work towards 
more ethical AI systems. Lastly, it offers ground for IS researchers in academia and the private 
sector to start exploring practical methods and solutions for mitigating ethical issues in AI 
systems. 

Hence, to work towards this deeper understanding and ethical AI systems, we seek a response 
to the following research question: 

 

What kinds of ethical directions does the EU AI Act imply for AI development?  

In this paper, we approach the question from the perspective of virtue ethics, which is a much-
discussed branch of moral philosophy originating from the work of Aristotle. We concentrate on 
the perspective introduced by Bynum (2006), inspired by Norbert Wiener, James Moor, and 
Luciano Floridi. According to Bynum, only human flourishing can create conditions for ethical 
action. This perspective of virtue ethics has been shown to be relevant in the context of AI ethics 
(Stahl, 2021; Stahl et al., 2022; Stenseke, 2021), which makes it a theoretically interesting 
starting point for analysing the upcoming EU legislation. As Stahl et al. (2022) demonstrate in 
their study that analyses the role of a European Agency for AI introduced in the EU AI Act, 
flourishing ethics can serve as a fruitful perspective to shed light on the ethical implications of 
the upcoming European legislation.  

The analysis is conducted using the three latest and major versions of the EU AI Act, i.e., the 
original proposition by the European Commission, the General Approach adopted by the Council 
of the European Union, and the amendments adopted by the European Parliament in June 2023, 
as they are assumed to give the most complete picture available of the main elements of the EU 
AI Act at the time of writing. The analysis is thus conducted before the results of the trilogue 
negotiations between the Parliament, Commission, and the EU Council are finalised. 

The Act is analysed from the perspective of critical theory, using methodologies of Critical 
Discourse Studies and Political Discourse Analysis. Critical theories share concern around 
freedom, autonomy, and human emancipation (Adorno & Horkheimer, 1979), which is often 
reflected in studies as an interest towards power relations in society (Van Dijk, 2017; Waelen, 
2022). They highlight the pragmatic nature of science and knowledge, aiming not only to 
describe but also to change society by challenging existing paradigms and suggesting alternative 
courses of action (Delanty & Harris, 2021; Orlikowski & Baroudi, 1991; Stahl, 2008; Waelen, 
2022). Approaching ethics in the EU AI Act from this perspective paves the way for justified 
critique and suggestions for practitioners, policymakers, and deployers of AI technologies, which 
contributes to directing IS development in a more ethical direction. Such an aim can be 
considered desirable if not a responsibility for an IS researcher (Chiasson et al., 2018). 
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Furthermore, we believe that in the age of increasing complexity noted by (Benbya et al., 2020), 
and the fast-paced development of new systems and user interfaces, offering such guidance 
helps with ensuring that both AI practitioners and policymakers are informed by scientific 
research when defining the conditions and technical specifications that shape people’s lives.  

We build upon the principles for critical IS research offered by Myers & Klein (2011), and critical 
discourse studies based on Jürgen Habermas’s work. We structure the ethics discourse in the EU 
AI Act around the argumentation scheme introduced in Political Discourse Analysis by Fairclough 
and Fairclough (2013). The argumentation of the EU AI Act can be illustrated in Figure 1. 

 

Figure 1. Argumentation of the EU AI Act, following the structure of practical arguments by 
Fairclough and Fairclough (2013). 

 

 

According to Bynum (2006), the central elements for human-centred flourishing ethics derived 
from Aristotle’s virtue ethics are the following: 

- Human flourishing is at the centre of ethics. 

- Humans are social, and hence human flourishing requires a connection to society. 

- In order to flourish, humans need to do what they are best equipped to do. 



Proceedings of the ETHICOMP 2024. Smart Ethics in the Digital World  

64 21st International Conference on the Ethical and Social Impacts of ICT 

- Flourishing requires humans to reason theoretically and practically using intellect and 
practical judgment. This leads to acting according to the reasoning, in a societal context. 

- The key to mastering practical reasoning, and thus to being ethical is ”the capacity to 
deliberate well about one’s overall goals and carry out that action.” 

Analysing the EU AI Act through the lens of these elements demonstrates that the EU AI Act is 
likely to have impacts on a) human autonomy through practical reasoning, intellect, and 
deliberation about one’s goals; b) connecting with society; and c) doing what humans are best 
equipped to do, all of which contribute to human flourishing. The present study shows an acute 
need for further research concerning the ethical implications of AI regulation from several 
different ethical perspectives. We hope that the results of the present paper encourage 
researchers, policymakers, and industry professionals to explore the implications of their AI 
systems that fall outside the mandate and political emphases of the EU legislation in order to 
strive towards more ethical future AI systems. 
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