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EXTENDED ABSTRACT 

AI systems are being increasingly deployed in various societal fields. Much of the AI technology 
that is contributing to this success, particularly machine learning (ML), is opaque, meaning that 
how it works or why it exhibits a particular behavior or performance is not (immediately) obvious 
for a variety of reasons (Burrell 2016). Numerous cases have shown that this opacity can become 
problematic: Some ML models have been easy to trick and have exhibited Clever-Hans effects, 
domain shifts, and overfitting. Others have incorrectly influenced grave decisions such as the 
probability of death in a patient with pneumonia (Cabitza, Rasoini, and Gensini 2017), or have 
been subject to adversarial attacks (Gilpin et al. 2018). Scandals and debates about the biases 
and fairness of, for example, COMPAS recidivism prediction software (Angwin et al. 2016) have 
contributed to growing ethical concerns about AI. According to the literature review by 
Tsamados et al. (2022), these ethical concerns can be distinguished into two normative concerns 
(unfair outcomes and transformative effects), three epistemic concerns (inconclusive evidence, 
inscrutable evidence, and misguided evidence), as well as the concern of traceability (the 
possibility of tracing the chain of events of factors that brought about a given outcome) that 
affects all other concerns. Whereas the normative concerns relate explicitly to ethical impacts 
such as unintended consequences or biases of AI systems, the epistemic concerns relate to the 
justifiability of the outcome of AI systems, and this, in turn, may evoke morally critical decisions.  

For all these reasons, it would be game changing if both adopters (e.g., medical practitioners) 
and affected individuals (e.g., patients) would be able to adequately assess the performance and 
limitations of AI systems. There is a widespread at least implicit assumption in the field that 
”explainability is a suitable means for facilitating trust in a stakeholder”, what Kästner et al. 
(2021) have depicted as the ”Explainability-Trust-Hypotheses”. Against this background, 
explainable AI (xAI) has become highly valorized. Explainability is considered as necessary for 
robust and trustworthy AI applications and, hence, for their commercial success (Arya et al. 
2019). As several meta-reviews have shown (Hagendorff 2020; Jobin, Ienca, and Vayena 2019; 
Morley et al. 2020), explainability is a central element of all voluntary commitments and ethical 
guidelines for AI in industry, research, and policymaking. For instance, the European 
Commission’s High Level Expert Group on Artificial Intelligence literally links the research field 
of xAI to its agenda of building trustworthy AI:  

For a system to be trustworthy, we must be able to understand why it behaved a certain 
way and why it provided a given interpretation. A whole field of research, Explainable 
AI (xAI) tries to address this issue to better understand the system’s underlying 
mechanism and final solutions. (High Level Expert Group 2019, 21)  
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The latest regulatory requirements echo this valorization of explainability, especially within the 
EU where legislation might expand existing laws into a right to explanation (Wachter, 
Mittelstadt, and Floridi 2017) and where the proposed AI Act sets new obligations to ensure 
transparency, which is often directly linked to explainability (EC 2021).  

From a philosophical perspective, the call for xAI rests on a normative claim: “good AI is xAI” or 
even the stronger claim “only xAI is good AI.” This valorization runs the risk of being 
overgeneralized because explanations are not per se useful, appropriate, or demanded. Clearly, 
the practical use of xAI depends on whether the explanation is needed at all, whether it is 
appropriate for the explainees, and whether it is understandable. Previous literature reveals 
some voices that are critical of the value of explaining. For instance, Robbins argues that the 
principle of explicability1 is misdirected. He points out three misgivings: (1) It is not the process 
of coming up with a decision, but the decision (or action) itself that is in need of an explanation. 
(2) It makes no sense to demand from all AI systems that they should explain themselves, 
because there are many applications with a low risk (in terms of potential harm of moral weight). 
(3) For high-risk applications, it is contradictory to demand explicability from the AI system, 
because they are designed precisely to serve areas in which we do not know what parameters 
to consider (Robbins 2019, 509).  

We agree with Robbins’ basic intervention that not all AI systems must necessarily be 
explainable, that explainability is not a value in itself, and that explainability is not always useful. 
However, we disagree with his classificatory theoretical perspective: Neither algorithms nor 
decisions can be classified per se as needing or not needing explanations—which is what he 
suggests as being a better strategy. Instead, we follow a practice theoretical approach in arguing 
that explainability should neither be conceptualized as a trait of a technical artifact nor as a 
property of a mere decision or an act, but as a disposition of a given sociotechnical system that 
must be materialized in practices of explaining within given socially structured contexts.  

If we account for explainability as an instrumental value, we need to explicate what 
explainability is meant to deliver from both an ethical perspective and the perspective of 
respective users (or other stakeholders). Hence, we need to answer the following normative 
questions when it comes to adequately evaluating the goodness of explanations:  

1. When is an explanation ethically obligatory? 

2. When is an explanation individually helpful (to whom for which purpose)?  

3. What characterizes a good explanation (in light of 1. and 2.)?  

 

Currently, these rarely explicated questions are usually answered by referring to those motives 
that give reasons for developing xAI in the first place—that is, naming what xAI is meant to be 
good for. These for-the-sake-of relations can be systematized into three categories:  

a. Functional purposes such as keeping a system running, debugging it, or improving it 
technically (developing AI)  

 
1 Robbins adopts the language of Floridi et al. (Floridi et al. 2018) and argues against the claim that all AI 
must be explicable in their sense, that is of guaranteeing “meaningful human control.” His objections, 
however, can be related to a generalization of explainability, not just to its utility for this interpretation 
of “ethical assurance.”  
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b. Social or economic purposes such as satisfying so-called users’ needs, e.g., explaining 
apparently awkward social robot behavior (deploying AI)  

c. Normative purposes, i.e. respecting ethical values and principles or meeting legal 
requirements, e.g., presenting reasons for loan rejections to render the decision-making 
process contestable (governing AI)  

 

The first type of purposes echoes the experiences of those who develop and optimize ML 
components, e.g., the first techniques for explaining AI had been developed by ML experts for 
other experts, e.g., in the context of the Pascal Visual Object Classes (VOC) Challenge, which 
serves as a benchmark for object recognition/detection in ML, to unmask Clever-Hans effects 
(Everingham et al. 2015). With the wider distribution of AI systems (AIS) in various societal fields, 
the xAI community increasingly draws attention to lay persons (users, operators, domain 
experts) and to meet ethical and legal demands. Here, there is a strong motivation to mimic 
interpersonal interaction. For instance, de Graaf and Malle (2017) argue that the entire 
interaction with nonhuman agents, including explanations, should correspond to the user’s 
expectations, namely their underlying intentional framework. If AI systems do not reveal their 
intention, users find them “unsettling and creepy” (de Graaf and Malle 2017, 20).  

In terms of the ethical demands, much has been said about the challenges of moving ’from 
principles to practice’ (Rességuier and Rodrigues 2020). Very little has been discussed about the 
conditions under which certain purposes can be considered adequate: When is it necessary, 
helpful, or adequate for an xAI system to serve the purpose of particular ethical principles, and 
how does this relate to other purposes xAI is meant to serve?  

In our paper we aim to put the goodness of the presumed purposes, xAI is meant to serve, into 
question and we want to particularly question how functional, economic, and ethical purposes 
relate to each other. As we think that such an evaluation only makes sense in a contextualized 
setting, we will pursue our analyses by comparing two stylized use cases: deploying automated 
and connected vehicles and deploying algorithmic decision-making systems in a healthcare 
facility.  
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