(© REVISTA DE MATEMATICA: TEORIA Y APLICACIONES 2020 27(1) : 49-71
CIMPA — UCR  ISSN: 1409-2433 (PRINT), 2215-3373 (ONLINE)
DOI: https://doi.org/10.15517/rmta.v2711.39948

A DELAY DIFFERENTIAL EQUATIONS MODEL
FOR DISEASE TRANSMISSION DYNAMICS

UN MODELO DE ECUACIONES DIFERENCIALES
CON RETRASO PARA LA DINAMICA DE
TRANSMISION DE ENFERMEDADES

MUSTAFA ERDEM* MUNTASER SAFANT

CARLOS CASTILLO-CHAVEZ}

Received: 18/May/2019; Revised: 20/6/2019;
Accepted: 17/Sep/2019

Revista de Matemética: Teoria y Aplicaciones is licensed under a Creative Commons
Reconocimiento-NoComercial-Compartirigual 4.0 International License.
Creado a partir de la obra en http://www.revistas.ucr.ac.cr/index.php/matematica

*Arizona State University, Simon A. Levin Mathematical, Computational and Modeling Sci-
ences Center, Tempe AZ, United States. E-Mail: mustafa.erdem@asu.edu

T Arizona State University, Simon A. Levin Mathematical, Computational and Modeling Sci-
ences Center, Tempe, United States. Mansoura University, Mathematics Department, Faculty of
Science, Mansoura, Egypt. Umm Al-Qura University, Department of Mathematical Sciences,
Faculty of Applied Sciences, Makkah, Saudi Arabia. E-Mail: muntaser_safan @yahoo.com

¥ Arizona State University, Simon A. Levin Mathematical, Computational and Modeling Sci-
ences Center, Tempe AZ, United States; Brown University, Visiting Provost Professor of Applied
Mathematics. E-Mail: carlos_castillo-chavez@brown.edu

49



50 M. ERDEM — M. SAFAN — C. CASTILLO-CHAVEZ

Abstract

A delay differential equations epidemic model of SIQR (Susceptible-
Infective-Quarantined-Recovered) type, with arbitrarily distributed
periods in the isolation or quarantine class, is proposed. Its essential math-
ematical features are analyzed. In addition, conditions that support the
existence of periodic solutions via Hopf bifurcation are identified. Non-
exponential waiting times in the quarantine/isolation class lead not only to
oscillations but can also support stability switches.

Keywords: delay differential equation; integro-differential equation; epidemic
model; quarantine; stability switch; oscillations; stage structure.

Resumen

Se propone un modelo epidémico de ecuaciones diferenciales con re-
traso del tipo SIQR (por sus siglas en inglés) (Susceptible-Infeccioso-En
cuarentena-Recuperado), con periodos arbitrariamente distribuidos en la
clase de aislamiento o cuarentena. Se analizan sus caracteristicas matemati-
cas esenciales. Ademads, se identifican las condiciones que respaldan la
existencia de soluciones periddicas a través de la bifurcacién de Hopf. Los
tiempos de espera no exponenciales en la clase de cuarentena/aislamiento
conducen no solo a oscilaciones sino que también pueden soportar cam-
bios de estabilidad.

Palabras clave: ecuacion diferencial con retraso; ecuacién integro-diferencial;
modelo epidémico; cuarentena; cambio de estabilidad; oscilaciones; estructura
por etapas.

Mathematics Subject Classification: 92D25, 92D30, 92B99.

1 Introduction

The emergence of SARS in 2003 and the global impact of the recent 2009 in-
fluenza A (HIN1) pandemic have re-invigorated (for a historical perspective
see[16]) our interests in the systematic use of policies of isolation, quarantine
(» & ¢g), and/or social distancing as population-level methods of disease con-
trol [7, 26, 18]. The assessment, from a public health policy perspective, of the
effectiveness of ¢+ & ¢ intervention measures is tied into their ability to reduce
transmission at the population-level. A relevant set of questions include: How
many individuals must be quarantined or isolated to significantly alter the
transmission disease patterns at the population level and at what cost? Some
forms of 1 & ¢ interventions have proved effective in the case of SARS [6].
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However, from an economic standpoint, the implementation of : & ¢ policies is
not cost-effective for all infectious diseases [22, 26, 18, 14]. The use of : & ¢ in
the case of rubella in China, for example, may lead to higher disease levels since
under the current system of no control, about 97% of the population acquires
rubella antibodies from direct exposure to infectious individuals. China’s high
levels of naturally-induced coverage would be impossible to match if, for exam-
ple, China chose to put in place the highly effective US or Canada vaccination
policies (see [15]).

Mathematical modeling and their mathematical analysis help assess the like-
lihood that » & ¢ are effective disease management strategies. In fact, several
modeling studies have been carried out to study their effectiveness under the as-
sumption that the waiting times in the ¢ or g classes are exponentially distributed,
a most likely adequate assumption [22, 7]. Theoretical studies are routinely used
to test the robustness of modeling assumptions. In this manuscript, we proceed
to evaluate the robustness of a modeling critical assumption that is common to
disease management models, namely that waiting times in the 2 or g classes (here
used interchangeably) are non-exponentially distributed. The results of the math-
ematical analysis are revealing. It is shown that the use of non-exponential wait-
ing times in the quarantine/isolation class leads not only to oscillations but can
also support stability switches. Whether or not this conclusion can be explicitly
assessed in the context of specific naturally occurring epidemic outbreaks would
depend on the availability of data. However, what the results in this manuscript
show is that the massive implementation of such policies (as may be the case in
pandemic situations or in deliberately engineered epidemics) could significantly
impact the character of the observed disease incidence patterns.

The systematic mathematical description of the role of quarantine/isolation
and the assessment of these interventions on disease dynamics has been studied
[23, 5, 4, 11, 20, 9]. The models and results in this manuscript are tied into
previous work on the role of quarantine on disease dynamics [23, 11, 20, 28, 9].
The role of variable latent periods in models for TB has been studied in [10].
The authors show that TB models including arbitrarily distributed latent stage
and those including exponentially distributed period of latency lead to similar
qualitative behaviours. Mathematical models with arbitrarily distributed periods
of infections have been studied by Feng et al. [13, 12].

We introduce a compartmental model consisting of four classes, suscep-
tibles .S, infected/infectious I, isolated () and recovered R individuals. Sus-
ceptible individuals who acquire the disease move to the /-class and a fraction
of I-individuals are isolated/quarantined, that is, they are moved to the
class while the rest of [ individuals transit into the R-class after recovery.
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The disease is assumed to be essentially non-fatal and therefore disease-induced
deaths are considered to be “minimal” and therefore ignored. Hence, it is as-
sumed that the total population N = S+ I + @ + R is roughly constant. Explic-
itly, it is assumed that the birth/death per capita rates are equal to x4 and that all
newborns are susceptible. The per-capita rates at which individuals move from [
to @ and from I or Q) to R classes are respectively, 6 and ~ under exponentially-
distributed waiting time s. In general, Q-individuals move to the R-class at
variable rates (non-exponentially distributed waiting times). In this manuscript,
the mathematical discussion is focused on two extreme cases for comparison
purposes: the situation when individuals are retained for a fixed period of time
and the exponentially-distributed waiting times case.

The incidence rate is modeled using a quarantine-adjusted incidence rate
BSI/(N — @) instead of standard incidence rate, 551/N—-a mechanism that
is known to be capable of sustaining periodic solutions via a Hopf-bifurcation
[11, 20, 28].

Figure 1: SIQR model for influenza.

2 Formulation of the model

In this section, we introduce a general S — I — (Q — R epidemic model that
incorporates arbitrary waiting times in its epidemiological classes. The model
derivation is standard (see [3]), but worth outlining in this general setting. If it is
assumed that f(s) denotes the number of people who remain at a certain stage,
say G, at time s and if ¢) denotes the per-capita removal rate from stage G, then
the rate of change of f(s) can be described by

df (s)

C)_ e, 0<s<on  FO) = 1o
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Therefore,

f(S) —s

=e Y7, for s> 0,
fo

or, in other words, e~%* (usually known as the survival function) can be in-
terpreted as denoting the proportion of individuals who were at stage G at time
s = 0 and are still at stage G at time s = s. Consequently,

_ e Ys ifg >
f(s):{l e if s >0,

0 if s <0,

can be interpreted as the “probability” of or the proportion of individuals leav-
ing stage G over the time interval [0, s). The individuals in the population of
interest are classified according to their epidemiological status: S(¢) denotes
the susceptible class at time t; I(t) the infected/infectious class at time t;
Q(t) the quarantined/isolated class at time ¢; and R(t) the recovered class with
N(t) = S(t)+1(t)+Q(t)+ R(t). Individuals are transferred from class to class
according to the transfer flow box provided in Figure 1. The waiting times tied
to the I and () compartments are modeled by the function P : [0,00) — [0, 1]
wherein P(h) denotes the proportion of individuals that (if alive) remain A units
of time in the infective class after acquiring an infection at time ¢ = (. That
is, P(h) is the sojourn function, cf. [29, 27, 28]; P(h) is nonnegative, non-
increasing and P(0) = 1. In order to clarify the role of each waiting times
distribution, we introduced the following expanded notation. We let P(u, h),
P(v,h) and P(6, h) denote: the fraction of individuals at time ¢ = 0 who are
still alive at time ¢t = h; the fraction of individuals infected at time ¢ = 0 that
if alive have not recovered at time ¢ = h; and the fraction of individuals in-
fected at time ¢ = 0 that have yet to be quarantined at time ¢ = h, respectively.
Under this notation, we have that P(h) = P(u, h)P(vy, h)P(6,h), where u, v
and 6 denote per-capita death rate, the per-capita recovery rate and per-capita
quarantine rate respectively. Analogously, let L(u, h) and L(«, h) denote: the
fraction of quarantined individuals at time ¢ = 0 who are still alive at time
t = h and the fraction of individuals quarantined at time ¢ = 0 that if alive
have not recovered at time ¢ = h, respectively. Then, L(h) = L(u,h)L(c, h)
denotes the proportion of individuals that, if alive, remain in the
isolated class at time ¢ = h, given that they were in this class at time ¢ = 0.

Finally, if
UQ

B(t) := 55(t)m,
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denotes the incidence rate (new cases of infection per unit time), then the follow-
ing general nonlinear system of integro-differential equations is used to capture
the dynamics of a communicable disease (like influenza, measles or common
cold) in the presence of arbitrary waiting times in the I and () classes.

Ity = /_ B(z)P(u,t —x) P(y,t —x)P(0,t —x) dz, (1)

Qi) = /_ /_T B(z) P (u,7 —2) P(y, 7 —x) (=P (0,7 — x)) dedr

/; l/m /;B(g:)P(u,Tx)P(’y,T:z:)(Pl 0,7 — )

dIdT] (—=L'(t—s))ds,

where the ' means differentiation with respect to time ¢. Since 1—P(6, t) denotes

the proportion of individuals who leave the isolation class, then —P’(6,t) and
—L'(t) represent the rate at which individuals leave the infected class (moving to
the isolation class) and the rate at which individuals leave the isolation class, by
recovery or death, respectively. We will consider two types of waiting times in
the Q class, exponential time of isolation and fixed time of isolation respectively
in order to highlight two extremes.

2.1 Exponentially distributed isolation time

We assume that P(r,t) and L(k,t) are of the form e, that is, the cases of
exponential times of survival (x = p), infection (k = 7 + 6) and isolation
(k = «) are considered. Under exponential waiting times, system (1) reduces to
the following system of differential equations:

I

! — —
S = wN -85Sy
I

g~ OO )
Q= 01— (a+p)Q.

7//"517

I' = BS
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A detailed account of the dynamics of a system slightly more general than (2)
can be found in [11, 20] and [9]. Feng and Thieme [11] studied an SIQR model
in which everybody in infective class moved directly to the isolation class and
then to the recovered class. They proved the existence of periodic solution via
Hopf Bifurcation and estimated the period of the solutions using singular pertur-
bation theory. Hethcote et al. [20] studied exactly the same model as (2) proving
sustained oscillations (via Hopf bifurcation).

2.2 Fixed time of isolation

We now assume that individuals stay in the Q class a fixed period of time. That
is, we model the waiting times in the quarantine class () by

[ 1 if0<h<p,
G(h)_{o if p <h,

which corresponds to a fixed isolation period [3, 27]. The function L in (1) takes
the form
L(h) = G(h)e "

If we replace the exponential waiting in the Q-class with a fixed period of time
p, then —L'(h) represents the rate at which the individuals leave the class Q
by recovery or death. The second term in the equation of Q(¢) in (1) can be
rewritten as

t
/ A(s)e ) [uH (s —t + p) + 6 (s — t + p)] ds, 3)

where
A= [ [ B@PGr-0)PGr—2) [P O] dun

H denotes the Heaviside function and § denotes the Dirac Delta function. The
evaluation of the integral in (3) gives

t
At — p)e H + u/ A(s)e M9 s, 4)
t—p
Combining (4) with the equation for () in (1) leads to the following ex-
pression for Q(t)

t

Q) = A(t) — A(t — p)e — / A(s)e =) s, 5)
—p
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or, equivalently,
p
Qt) = 0/ I(t — s)e " ds. (6)
0

Thus, the corresponding system of integro-differential equations is given by

I
S't) = MN—BSW—MS,

t
It) = / B(z)e~ WHrt0E=2) gq (7)
o) = e/pf(t—x)e—wdx,

0

or, equivalently, from system (7) we can derive the following system of delay-
differential equations

S(0) = uN = B8O g — HS(O)
1) = B85t g~ O+ 0+ () ®)

Q) = 0(I(t)—I(t—ple ") —puQ(t),

with S(0) = Sp > 0,Q(0) = Qo > 0and I(t) > 0ont € [—p,0].

The disease-free equilibrium of (8) is £y = (IV,0,0). Using linearization
around E, it is not hard to see that this trivial equilibrium is locally asymptoti-
cally stable if and only if § < v+ 0 + pu, that is when Ry < 1 and unstable when
Ry > 1, where

s

Oy r e+
is the basic reproduction number. It is noteworthy that the basic reproductive
number is independent of the residence time p in the class @, as it should be.

The nontrivial equilibrium, £* = (S*, I*, Q*), which corresponds to the
endemic steady state of System (8) is given by

(€))

¢ _ 1-6f—em)
Ry — O(1 — e=#r)

o= aS— fo=l (10)
Y+O0+u Ry—O(1—ere)

Q* = O(1—e"). o — 1

Ry —O(1 —e#r)
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where
0

O=—"—.
y+O0+p

Remarkably, in the absence of isolation (i.e., 8 = 0), the solutions (10) re-
duce to the nontrivial equilibrium components of the classic endemic SIR model
[19]. Moreover, it is noticeable that the components (10) of the endemic equi-
librium E* make biological sense if and only if the basic reproduction number
Ry > 1. In other words, when Ry < 1, the equilibrium E* disappears.

3 Basic properties of the delay and integro-differential
equation models

In this section, relevant mathematical results associated with systems (7) and (8)

are obtained when individuals in the Q class are kept for a fixed period of time.
In fact, we have established the following result:

Proposition 1 A solution of the system of integro-differential equations (7) sat-
isfies the system of delay differential equations (DDE’s) (8). Conversely, if we

let S(t), 1(t), Q(t) be a solution of (8) with initial conditions given (on the
intervals) as specified above and if in addition,

0
Q(0) = 0 / I(2)el da, (11
-p

0
1(0) = / B(a)e"" da, (12)

where k = 0 + p + ~y, then this solution satisfies system (7). Moreover, for all
t > 0, the solution exists, is unique and has S(t) > 0, I(t) > 0 and Q(t) > 0.

Proof. The assertion that the solution of the system of integro-differential equa-

tions (7) satisfies the system of the delay differential equations (DDE’s) (8) can
be checked easily. Conversely, from (8) the equation for () it follows that

Q'(t) + pQ(t) = 61(t) — OI(t — p)e . (13)
Multiplying both sides by e#, we get

e [Q'(t) + pQ(t)] = e [01(t) — 0I(t — p)e H*], (14)
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which on integrating leads to

e Q(t) — Q(0) = /t Oet"I(T) dr — /t 0I(t — p)etT=P) dr. (15)
0 0

Using change of variable z = 7 — p results in

0 t
e Q(t) = Q(0) — / 01(z)e!” dx + / 01 (z)er™ da. (16)
—p t—p
From (11), the equation for Q(¢) in (7) follows. Similarly, by integrating the
equation for () in (8) and using (12), one arrives at the equation of I(¢) in (7).
The proof for the existence and uniqueness of solutions for System (8) can be
established using standard theorems (see [17]), provided that the denominator
N — Q(t) does not go to zero as ¢ changes. The inequalities /(¢) > 0 and
Q(t) > 0 for t > 0 follow immediately from the equations in (7) and (8) and
the observation that, under the assumptions just made, I(¢) > 0 for t € [—p, 0].
Consequently, the solution exists globally for all £ > 0 and is unique. m
Let us define the region D as:

D={(51,Q):5>0,1>0,Q>0,5+1+Q<N}.

Proposition 2 If Ry < 1, the disease free equilibrium, Fy, is globally asymptot-
ically stable in the region D. Whenever Ry > 1, Ey is unstable and there exists
a unique positive endemic equilibrium E1 given by (10).

Proof. The proof is carried out along the same line of the global stability proofs
made in [20]. The Liapunov function V' = I works out well here since

ST
N-Q
Therefore, by the Liapunov-LaSalle theorem and a straightforward application
of [20, Lemma 1] we conclude that all the solutions in D should approach Ej
whenever Rp < 1. m

In the following, we state another proposition that gives us an upper bound
for the number of isolated individuals and another one for the final epidemic size
under some pre—specified conditions.

V' =3 —(y+0+w)I<O0.

BuN
(i —6(1— e 7))+ +6)
Then K is an upper bound for the number of isolated individuals in the time
interval |0, t] and Ky is an upper bound for the final epidemic size provided that

p<—;ln<1—'g).
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4 Stability analysis of £/* and the existence of Hopf
bifurcation

In this section, we analyze the local stability of the endemic steady state for
system (2) and look for the possibilities of stability switches. When analyzing
the local stability of system (2), there are two cases to analyze (either p = 0 or
p > 0). The case p = 0 implies that # = 0. This corresponds to the case where
there is no isolation and therefore, system (2) turns out to be the classical SIR
model in this case and the detailed analysis of the classical SIR model can be
found in [3, 19, 27]. Hence, we here focus on the case where p > 0.

Linearization of system (2) about the endemic steady state £* produces a
variational system of the form

dx
dt

where z and x, denote the vectors of instantaneous and delayed variational
variables, respectively, while £ and M stand for the Jacobians given by

OF (z,x,) OF (z,z,)

L= ——"=" and M = ——
8x z=F 81: p r=F1

the roots of the characteristic equation of (17)

=F(z,z,) = Lx + Mz, (17)

. Determining the nature of

A — L — Me ™| =0, (18)

is not trivial but is carried out below.

In addition, we show that Hopf bifurcation occurs at p = pg > 0 whenever
dRe(A

(M) £ 0 (see [17, 8]).

dp  lp=po
We now compute the variational system associated with (2) about E*. To

this end, we assume S(t) = A(t) + S*,I(t) = B(t) + I*,Q(t) = C(t) + Q™.

A = iwyq are roots of (18), where wy > 0 and

On substituting in (8) and ignoring nonlinear terms, we obtain

A'(t) = (—a — p)A(t) — bB(t) — cC(1),
B'(t) = aA(t) + (b — k)B(t) + cC(t), (19)
C'(t) = 0B(t) + dB(t — p) — nC(t),
where
Ix S* S*I*
B e O
d= —0e HP, and k=60+~y+ pu.
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System (19) can be written in the matrix form

dx
i Lx + Mz, (20)
where
A —a—p b —c 0 00
r= |B]|, L= a b—k ¢ and M=1{0 0 0].
C 0 0 — L 0 d 0

The characteristics equation corresponding to system (20) is given by

N[ — L — Me™| =0, 2N
where | - | denotes matrix determinant. This characteristic equation could be
written in the form

P(A) + QA p)e™ =0, (22)

where

P(N) = az\® + aa\? + a1\ + ag, Q(\, p) = —cd\ — cdp, (23)
and,

as =1, ay = ak + ap + p? + 2kp — 2bp — e,

as =a-+k+2u—Db, ap = (k — b)u? + akp — pbe.

We will first establish the stability of the endemic equilibrium E* in the

absence of delay (i.e., p = 0) and then consider the more general case p # 0.
4.1 Analysis in the absence of delay (p = 0)

If we assume p = 0, then the characteristic equation (22) reads
N w(Ro+ DN+ pfp+ (k+p)(Ro— D)X+ p?k(Ry — 1) = 0. (24)

Moreover, the Hurwitz determinants are A; = p(Ry + 1), Ag =
2 Ro [1(Ro + 1) + k(Rp — 1)] and Az = p?k(Ro—1)Az which are all positive
for Ry > 1. Thus, based on applying Descarte’s rule of signs and Routh—Hurwitz
criterion, the roots of equation (24) will have negative real part for By > 1.
Therefore, we show the following proposition.

Proposition 4 In the absence of delay (i.e., p = 0), the endemic equilibrium E*
is locally asymptotically stable whenever it exists.
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4.2 Analysis in the presence of delay (p # 0)

Since e ™ =1—pup+ O ((up)2>, then (on assuming that pp < 1) we get

e P~ 1 — up.
Hence,
5 _ 1-Opp I" _p Ry—1 Q" _ Oup(Ro — 1) 25)
N Ry-©up N kRy—6up N  Ry—Opup’
and
AR g o (26)
1—Bup’ ’ Ry
Thus,
Ry—1
as = 2u-+ M(OiA)’
1—Oup
0\ p(Ro—1)
2
ar = 2+ (k+ —>A, 7)
1 2 ( H Ro) 1-6up
2 _
ay = (k— 9) E\w—) (ROA 1).
Ro) 1—0Oup
Also,
d=—0e " ~ Oup — 0.
Similarly, Q(A, p) becomes
Q()\, p) = bl)\ + bo,
where
O(Ry—1)
by = 6bc— cOup = p(l — pp) ———————, and
Ro(1 —Opp)
bo = pbc — cu’p = uby. (28)

It is clear that the function P is a cubic polynomial, while the function Q
is a linear polynomial in A. Their coefficients a; and b; are functions in the
delay parameter p. Now, we follow the same approach shown in [1] to check the
stability switching possibility, as the delay parameter p is allowed to increase.
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To this end, the characteristic equation (21) is rewritten in the form

D(X,p) =0, (29)
where
D\, p) = Pp(\, p) + Qm(\, p)e™, (30)
and where
Padp) =3 pe(p)A, Qu(hp) =D au(p)A*. 31)
k=0 k=0

with n = 3, m = 1. It is noteworthy that the coefficients py(p) = aj and
qr(p) = by, are rational functions that do not have any singularities for pup < 1.
Thus, in (31), we have n, m € N*, n > m, and pi(.), qx(.) : RT — R are
continuous and differentiable functions of p such that

2
p(Ro 1) (k - W) £0, VpeR*.

1—0Oup Ry

(32)

Hence, A = 0 is not a characteristic root of (29). On the other hand, the functions
P and Q are polynomials in A. Therefore, they are analytic functions in a right
half plane Re () > —4, § > 0. Moreover, they are differentiable in p, and we
need to verify the following conditions.

Pn(0, p)+Qm (0, p) = po(p) +a0(p) =

DIf A =iw, w € R, then Py, (iw, p) + QO (iw, p) # 0, p € R.

Qm(A, p)
Pr(A, p)

3) F(w, p) := |Pn(iw, p)|>~|Qn(iw, p)|? for each p has at most a finite number
of real zeros.

2) limsup{‘ ' DA = oo, R(A) > 0} < 1, for any p.

4) Each positive root w(p) of F'(w, p) = 0 is continuous and differentiable in p
whenever it exists.

If these conditions hold, the following statements are true [1, 2].

(a) Suppose that the equation F'(w,p) = 0 has no positive zeros. Then if
D(), p) is unstable at p = 0, it remains unstable for all p > 0.

(b) Suppose that the equation F'(w, p) = 0 has at least one positive zero and
that each positive zero is simple. As p increases, stability switches may
occur. Moreover, there exists a positive number p* such that D(\, p) is
unstable for all p > p*. As p varies from 0 to p*, at most a finite number
of stability switches may occur.
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Now, on putting A = iw, we get
P3(iw, p) = (—asw?® 4+ ag) + i(—w® + a1w),  Qi(iw, p) = by + ibjw. (33)
The condition 1) is obviously true because
Ps(iw, p) + Q1(iw, p) = (bo + ag — w?as) + iw(by + a3 —w?) #0. (34)

For more explanation, the expression in (34) equals zero if and only if the expres-
sion (az — ) [ao + bo + p2az] vanishes, which is impossible to occur. Thus,
(34) is true. Also, from (23) we have that Q,,, and P,, are polynomials of differ-
ent degrees in A, with m < n. Thus,

(A p)
P3(\, p)
This proves condition 2). Now, let F' be defined as in condition 3). Thus,
F(w,p) = [Ps(iw,p)]* — [Qi(iw, p)|?,
= WO (a3 — 2a1)wt + (a2 — b3 — 2aga2)w?+a2—b3,  (35)
= 0.

‘—>0 as  |A| = +oo.

Let z = w? and denote
p—a2 2aq, q:a%fb%angag, r:a%fbg. 36)
Then, equation (35) becomes
B 4pPtqz+r=0, 37

where

p:zlﬁ_i_“(Roifl) M(Ro—l_i_2>_2k 1_3 . (38)
1—Oup 1—Oup Ry

A 2
2 WRo—1) S
q [u LGy Re ) M

2pk(Ro—1)* |, © 0 6(1—pp)? 39)
(1 — Opup)? Ry Ry 2uRg
r = a% — b%,

_pH(Ro =12, 60 (1—pup)f][, 0 (1—pp)f

= a k + k ;
(1 —Opup)? Ry Ry Ry Ry
2 4 . A . A

_ R R =D | O | O (1= pp)® 40)
(1 — Opup)? Ry Ry Ry
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Denote
H(z) =23+ p2® +qz + - 41)

Since H is a cubic polynomial in z, it has at most three roots. Also, since

liin H(z) = 400, we conclude that if < 0, then equation (37) has at least
Z—r+00

one (but no more than three) positive root(s). Hence, F'(w,p) = 0 has a fi-
nite number of real zeros and, therefore, condition 3) holds. Moreover, by the
implicit function theorem, condition 4) is satisfied. Thus, F(w,p) = 0 has a
solution w(p) > 0 if and only if r < 0.

Clearly, the first two terms in the right hand side of (40) are positive, while
the last term could be positive or negative. Thus, the sign of the last term of (40)
determines that of 7. L.e., r < 0 if and only if

1 )
ogp<[2pfo], with {1§R0<2® and 9>1}. (42)
I ) YA+ p

The conditions (42) say that for high enough isolation rate and for values of Ry
slightly above 1 (e.g. 1 < Ry < 2), there is a range for the time delay p during
which there is a positive solution for (37). However, if one of the inequalities
(42) is broken, then r > 0.

On the other hand, equation (37) could be rewritten as

—p\’ P\ _ v

We look for positive solutions of (43). The left hand side has graph of a vertical
parabola with positive leading coefficient, which means that it opens up. Its
vertex is at (—p/2, ¢ — p*/4). We have two cases.

Case1: r < 0.
In this case, the right hand side of (43) is a monotonically decreasing func-
tion which is concave up. Its curve lies totally in the first quadrant. More-
over, it tends to oo as z tends to zero, while it tends to zero as z approaches
oo. Thus, the parabola will always cut this curve, either in one point or in
three points representing the solutions of (37). Both curves will meet in
three points if and only if the following set of inequalities is held

r<0, p<0, ¢>0, p>—3¢>0. (44)

Otherwise, for r < 0, there is a unique solution of (37). The case of having
a unique positive solution corresponds to either of the following two sets
of inequalities

{p>0, <0} or {p<0, ¢<0, r<O0}. (45)
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Case 2: r > 0.

In this case, the right hand side of (43) is a monotonically increasing func-
tion which is concave down. Its curve lies totally in the fourth quadrant. It
tends to —oo as z tends to zero, while it tends to zero as z approaches co.
Thus, the parabola will either cut this curve in two points or in no point.
Thus, for r > 0, equation (37) will either have two positive solutions or
will not have any positive solution. It has two positive solutions if and
only if either of the following two inequality sets is held

{7’>O,p<0,q>0,p2—3q>0} or {r>0,¢g<0, p>0}. (46)

If neither of the above cases holds, then equation (37) doesn’t have a pos-
itive solution.

In the following proposition we summarise the above-mentioned conditions
required for the existence of positive solutions of equation (37).

Proposition 5 Equation (37) has,
1. a unique positive solution if and only if the conditions (45) hold;

2. two positive solutions if and only if either of the two sets of inequalities in

(46) holds;
3. three positive solutions if and only if all inequalities in (44) are satisfied;
4. no positive solution if neither of the above holds.

Algebraic manipulations aiming at combining and simplifying the conditions in
(45), (46) and (44) would produce the sufficient conditions on model parameters
showing the space of parameters on which at least one positive solution of (37)
does exist. In case none of the conditions (45), (46) and (44) is satisfied, then
there is no positive solution for (37) and therefore a stability switch cannot occur.

Let us now assume that A = iw (with w > 0) is a root of equation (22).
Substituting and separating the real and imaginary parts result in

biw cos (wp) — bpsin (wp) = wiaz — way,
bo cos (wp) + biwsin (wp) = w?ag — ag.
Hence,
. B (agw? — ag)biw + (a1w — w)bg
sin (wp) - = B+ 5 :
(asw? — ag)bo + (w3 — a1w)bhw
= . 47
cos (wp) B + b2 47)
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On using (47) in the relation
) 2 _
sin” (wp) + cos® (wp) = 1,

we get
Wb —I—pw4 + qw2 +r=0, (48)

which means that w? is a positive solution of (37), or equivalently (35). L.e., w(p)
is a real solution of F(w, p) = |P3(iw, p)|* — | Q1 (iw, p)|* = 0.

Now, we assume that z* is a positive solution of (37), where it satisfies the
inequalities of the items of proposition 5. Moreover, we assume that

I'={p:p>0, and 2" does exist},

which means that I C R™ is the set of all time delays p for which w(p) is a
positive root of (35). Assume further that a value p € I has been chosen such that
w(p) satisfies (35). Then, following [1], we can define the angle a(p) € [0, 27|
such that sin «(p) and cos «(p) are given by the right hand sides of (47). Le.,

sin a(p) (aaw? — ag)bw + (a1w — w?)bg
b + b3w? ’
(asw? — ag)bo + (w3 — ayw)byw
oS o = ) 49
() bZ + b3w? )

Hence, a stability switch occurs, through the roots A = +iw(p), where w(p) > 0
and is a solution of (35), at the values p

a(p) + 2nr
w(p)

forn € N* :={1,2,3,...}. Thus, for each n € N*, the relation (50) defines the
maps p, : I — R, and the stability switch may occur only for the p values at
which

(50)

Pn =

pn = p, for somen € N*. (51)

Hence, the solution of (35) and (49) defines the maps (50), and the occurrence
of stability switches takes place at the zeros of the functions

Tn(p) == p = pu(p), n € N". (52)

Thus, based on applying [1, Thm 2.2 and Remark 2.1] of Beretta and Kuang, the
statements of the following proposition are concluded.
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Proposition 6 According to the above analysis, we conclude the following.

1. If none of the set of inequalities in (45), (46) and (44) is satisfied, then
there is no positive solution of (37) and therefore no stability switch may
occur (i.e., if the endemic equilibrium E* of (8) is stable for p = 0, see
proposition 4), then it remains stable for all p > 0.

2. If model parameters (except p) are chosen such that conditions (45) are
satisfied, then equation (37) will have a unique positive real solution (say
w1) and therefore one stability switch will occur at the real root (say p1)
of T,(p) = 0 for some n € N*. Thus, equation (22) will have a simple
conjugate pair of purely imaginary eigenvalues +iw, (p1) and hence E*
will be asymptotically stable for p € |0, p1) and unstable for p > p;.

3. If model parameters (except p) are chosen such that conditions (46) are
held, then equation (37) will have two positive real solutions, say w21 and
wog With wa1 < wao. Hence, stability switches may depend on all real
roots of T2 (p) = 0 (that corresponds to the root wy1) and T?%(p) = 0
(corresponding to the root woz). If we assume poy and pay are
positive roots for T022(p) = 0, while p22 and ps3 are positive roots for
T2 (p) = 0, and no real roots for T3*(p) = 0 and T3'(p) = 0 when
n>0, then by [1, Remark 4.2] we have pa1 < pa2 < po3 < pa4. Moreover,
the endemic equilibrium E* will be asymptotically stable
for p € [0, p21) U (p22, p23) U (pa4,00), while it will be unstable for
p € (p21, p22) U (p23, paa)-

4. If model parameters (except p) are chosen such that conditions (44) are
satisfied, then equation (37) will have three positive solutions, say
0 < w31 < wsa < wss, and therefore stability switches may depend on
all real roots of their corresponding sequences T>'(p) = 0,T3%(p) = 0
and T3 (p) = 0. Thus, a number of stability switches may happen.

5 Discussion

Disease patterns for human populations have been observed for some diseases
over the past two centuries. It has been documented that infectious agents like
measles or highly variable pathogens such as those responsible for the “flu” are
linked to recurrent epidemic outbreaks. Hence, it is naturally reasonable to see
that efforts to determine the mechanisms behind the recurrent epidemic outbreaks
have been carried out for over a century with the aid of mathematical tools.
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These mechanisms are the re-stocking of a large enough pool of susceptible
individuals, a process directly tied in to the study of the role of age-structure
on disease dynamics. Additional mechanisms include seasonality, delays from
various natural epidemiological starts (asymptomatic or latent stages), behav-
ioral changes in disease dynamics and delays driven by interventions (quaran-
tine/isolation) [5, 4, 20, 19, 28, 9, 25, 24]. In this paper we have systemati-
cally derived the system of integro-differential equations model given by (7) and
showed that system (7) is equivalent to the system of delay differential equations
given by (8) for non-exponential waiting times in the Q class. In addition to
showing that solutions with positive initial conditions are positive and bounded,
we established sufficient conditions for the (i) uniqueness of the solutions, (ii)
global stability of the disease free equilibrium when Ry < 1, (iii) providing
thresholds for stability switches. Moreover, during the the local stability analy-
sis of the endemic equilibrium, we found a third order characteristic equation of
system delay equation model (8). The analysis of the characteristic equation of
system (8) shows that periodic solutions with sustained oscillation exist and sta-
bility switches occur when we have a fixed period of isolation time (mandatory
isolation period).
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