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Abstract
Accurate segmentation of apple targets is one of the most important problems to be solved in the vision system of apple picking 

robots. This work aimed to solve the difficulties that background targets often bring to foreground targets segmentation, by fusing 
the visual attention mechanism and the growth rule of seed points. Background targets could be eliminated by extracting the ROI 
(region of interest) of apple targets; the ROI was roughly segmented on the HSV color space, and then each of the pixels was used 
as a seed growing point. The growth rule of the seed points was adopted to obtain the whole area of apple targets from seed grow-
ing points. The proposed method was tested with 20 images captured in a natural scene, including 54 foreground apple targets and 
approximately 84 background apple targets. Experimental results showed that the proposed method can remove background targets 
and focus on foreground targets, while the k-means algorithm and the chromatic aberration algorithm cannot. Additionally, its aver-
age segmentation error rate was 13.23%, which is 2.71% higher than that of the k-means algorithm and 2.95% lower than that of 
the chromatic aberration algorithm. In conclusion, the proposed method contributes to the vision system of apple-picking robots to 
locate foreground apple targets quickly and accurately under a natural scene.
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Introduction
Apple (Malus domestica Borkh.) picking is an ex-

tremely important aspect of the apple production chain. 
Harvest mechanization not only can achieve labor sav-
ing but also helps to improve the rate of high-quality 
fruit by reducing the damages caused by artificial fac-
tors. At present, however, the picking operation is still 
an artificial, seasonal and labor-intensive work. Along 
with the development of studies related to apple pick-
ing robots, the ability to identify apple targets quickly 
and accurately is affecting the working efficiency of 
picking robots (Tu et al., 2010). In fact, the existing 
apple-picking robots pick one fruit at a time, and back-
ground targets not only cause difficulties for foreground 
target extraction but also seriously affect the efficiency 
of picking robots.

For the identification of fruits, in-depth studies on 
fruits, such as oranges, apples, tomatoes, strawberries 
and pineapples, have been performed by many schol-
ars from different angles (Xu et al., 2005; Zhou et al., 
2007; Jiang et al., 2008; Li et al., 2010; Peng et al., 
2011; Linker et al., 2012). Zhang et al. (2008) used a 
neural network for apple image segmentation by se-
lecting the color feature (R/B value) and texture fea-
tures as input nodes. Wang et al. (2009) extracted the 
color features of apple color images and used the 
support vector machine method to identify apple tar-
gets. Si et al. (2009) identified red apple targets under 
different circumstances, such as suitable light and 
backlight, by combining the R-G and color ratio (R-G)/
(G-B). Tu et al. (2010) proposed an apple identification 
method based on an illumination invariant graph and 
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it difficult to select parameters adaptively. Meanwhile, 
they almost overlooked the fact that background targets 
often cause difficulties for foreground target segmenta-
tion and that conventional identification algorithms 
cannot eliminate background targets. Moreover, the 
visual attention mechanism can quickly focus on a few 
salient visual objects and address them first. Therefore, 
the objectives of this study were to i) apply the visual 
attention mechanism and growth rule of seed points to 
detect the foreground apple objectives and overcome 
the effects caused by background apple objects, and to 
ii) evaluate the performance of the presented method 
and the commonly used k-means algorithm and the 
chromatic aberration algorithm for the detection of 
apples in natural conditions.

Material and methods

A personal computer with a 2.60 GHz processor and 
4.0 GB of RAM was used as the hardware part of the 
computer vision system, and all algorithms were de-
veloped in Matlab version R2013a software. A digital 
camera (Fuji film A900, CMOS color camera) was 
selected and the shooting distance was approximately 
1.5 m. All of the images were acquired under natural 
daylight conditions in the RGB color model. The 
image frames were 1600×1200 pixels in the jpeg for-
mat.

Our research was focused on “Fuji” apples, which is 
the most popular apple species in China. The images 
used in the experiment were collected from September 
2011 to September 2014 at the standard rootstocks 
density planting orchard of Northwest A&F University, 
Yangling, Shaanxi, China. In this study, 20 apple im-
ages, including 54 foreground apple targets and ap-
proximately 84 background apple targets, were selected 
to test the performance of the presented algorithm, 
chromatic aberration algorithm and k-means algorithm. 
Fig. 1 shows an example of background targets and 
foreground targets and their segmentation results.

identified apple targets under different circumstances 
such as low light, weak light, bright light and strong 
light. The fruit recognition algorithm was developed 
by Zhao et al. (2011) to detect and locate apples in 
trees automatically by using a support vector machine 
with radial basis function. Ji et al. (2012) proposed an 
automatic recognition vision system guided for an 
apple harvesting robot. Lv et al. (2012) developed a 
recognition method for apple fruits in three different 
states: non-obscured, overlapped and severely ob-
scured by branches and leaves. Based on the theory of 
convex hull, Song et al. (2012, 2013) identified and 
located shadowed apples by segmenting and recon-
structing overlapping apple targets.  Cheng & Shi 
(2013) segmented the apple image according to the 
sample color space they established for the vision 
system of an apple-picking robot. Wang et al. (2015) 
proposed the method of using the k-means clustering 
algorithm and convex hull theory to recognize and 
localize occluded apples. Si et al. (2015) proposed an 
apple location method in trees using stereoscopic vi-
sion. 

Faced of a complex natural scene, the human visual 
attention system can quickly focus on a few salient 
visual objects and address them first. This process is 
called visual attention, and these salient visual objects 
are called ROI or “region of interest” (Jung & Kim, 
2012). Accurate extraction of the ROI of images can 
improve the efficiency and accuracy of image process-
ing and analysis. Image segmentation algorithms based 
on ROI cannot only solve the self-adaptive problems 
caused by excessive identification parameters but also 
eliminate the influence of small background targets, 
while the conventional method cannot. On the basis of 
the Itti model, Zhang & Wang (2005) and Zhang et al. 
(2009) satisfactorily used the detection method of sali-
ency area or ROI of an image. 

Although these methods have achieved good effects, 
excessive identification parameters, especially the 
segmentation threshold, have been introduced, making 

Figure 1. Example of background targets and foreground targets and its segmentation results. a. Original image. b. Segmentation 
result of k-means. c. Segmentation result of the proposed method.

	 a)	 b)	 c)
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(4)  Conspicuity maps. The feature maps are com-
bined into three conspicuity maps at the scale of 4. This 
is obtained through across-scale addition by reducing 
each map to the lowest resolution (scale 4) and by 
point-by-point addition.

(5)  Saliency map. The three conspicuity maps are 
normalized and summed into the final input to the sali-
ency map.

Graph-based visual saliency model

The GBVS (graph-based visual saliency) model 
was proposed by Harel et al. (2006). It was based on 
the Itti model; the Markov chain of a 2D image was 
built by using the characteristics of the Markov ran-
dom field, and the saliency map was obtained by 
calculating its equilibrium distribution (Dandapat et 
al., 2004).

The GBVS model’s concrete implementation steps 
are as follows:

(1) To obtain multi-scale brightness information, the 
input gray image I is filtered by the Gaussian pyramid 
low-pass filter. Each order of the Gaussian pyramid is 
a two-dimensional Gaussian low-pass filter, as shown 
in Eq. [1]:

	
G(x, y,σ ) = 1

2πσ 2
exp(− x

2 + y2

2σ 2
)

	
[1]

where (x, y) is the position of a pixel in the image and 
σ is the scale factor. The so-called pyramid is con-
stantly sampling the original image by 1/2 and Gauss-
ian low-pass filtering, in which σ decreases continu-
ously with decreasing image size. Then the sets of the 
filtering results of different scales, which express 
brightness channels, are obtained. 

(2) To obtain multi-scale direction information, the 
original gray image I is filtered by a set of Gabor 
pyramid filters. The process is shown in Eq. [2]:

	

H(x,y,σ ,θ ) = 1
σ 2
exp(−π x

2 + y2

σ 2
)

[exp(i2π f (xcosθ + ysinθ ))− exp(−θ
2

2
)]

	

[2]

where σ is the scale factor, f is the sine wave frequen-
cy, θ is the direction angle and usually θ = [0, π/4, π/2, 
3* π/4], namely, the image is filtered in four directions. 
Thus, like the brightness information, four groups of 
filtering results of different scales, which express direc-
tion channels, are obtained.

(3)  The Markov equilibrium distribution of images 
of different scales and different characteristics is cal-

Extracting ROI of apple images

Extracting ROI is one of the most important proce-
dures for extracting apple targets. Itti et al. (1998), 
Zhang & Wang (2005) and Harel et al. (2006) proposed 
many ROI detection algorithms. According to the dif-
ferent methods of extracting ROI, the existing ROI de-
tection algorithms could be divided into three categories: 
those based on interaction, those based on transformation 
and those based on visual features. Among them, the 
third type is currently the most popular. In particular, the 
Itti model and the graph-based visual saliency model are 
the most popular visual attention mechanism models for 
extracting ROI, and they are suitable for identifying a 
seed point for the growth rule of seed points. 

Itti visual attention mechanism model

The Itti model is one of the most classic visual atten-
tion models. Various characteristics of the input image, 
such as brightness, color, and direction, are extracted in 
this model, and the conspicuity maps of these charac-
teristics are formed by the Gaussian pyramid and central-
surround operator (Wang et al., 2011). Then, a saliency 
map is obtained by normalization and fusion. On this 
basis, the most salient area wins out and the ROI is ob-
tained through the winner-take-all mechanism of a 
neural network to attract attention focus in the internal 
saliency map. Finally, attention is turned to the next 
salient area by the returning inhibition mechanism to 
curb the current salient area (Rumelhart & Zipser, 1985). 

The Itti model’s concrete implementation steps are 
as follows:

(1)  Visual preprocessing. Starting from the color 
values (red, green and blue) of the input image, an 
intensity image I=(r+g+b)/3 is obtained. Color channels 
R=r-(g+b)/2 for red, G=g-(r+b)/2 for green, and B=b-
(r+g)/2 for blue are generated by each pixel in the 
pyramid. The detection of local orientation at each 
point in the image is achieved by over-complete steer-
able filters.

(2)  Center-surround differences. Compute center-
surround differences to determine contrast, by taking 
the difference between a fine (center) and a coarse scale 
(surround) for a given feature. This operation across 
spatial scales is performed by interpolation to the fine 
scale and then by point-by-point subtraction.

(3)  Normalization. The values in the map are nor-
malized to a fixed range [0…M], to eliminate modali-
ty-dependent amplitude differences. The location of 
the map’s global maximum M is found, and the average 
m of all its other local maxima is computed; the map 
is then multiplied by (M-m)2.
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Itti model could include more targets, while the GBVS 
model was concentrated in a small area. 

Considering that apple images captured under the 
natural scene contain many targets, the Itti model was 
selected to extract the ROI of apple images. Moreover, 
the extracted target area was still not complete. Therefore, 
in this study, the ROI was segmented again, and the seg-
mentation result was regarded as a seed point to obtain 
the whole apple area by the growth rule of seed points.

Apple images segmented based on the growth 
rule of seed points

The growth rule of seed points is that pixels of a 
similar quality are made to constitute an area (Deng & 
Manjunath, 2001). First, a seed point will be selected as 

culated. According to the differences between the 
pixels and Euclidean distances, the Markov chain of 
the filtering result of each scale within each channel is 
established, and then the Markov equilibrium distribu-
tion can be calculated.

(4)  The saliency map is obtained. The comprehen-
sive saliency map, whose size is equal to the original 
image, is obtained by adding the Markov equilibrium 
distributions of a channel respectively, and normalizing 
the previous result.

After comparing of the segmentation results between 
the Itti model and GBVS model, Fig. 2 was obtained, 
which showed the segmentation effect by both the Itti 
and GBVS models for apple images: (i) when extract-
ing the ROI of the image of a single apple, both the Itti 
model and the GBVS model had good effects; (ii) when 
extracting the ROI of the image of a few apples, the 

a1

b1

c1 c2

b2

a2

Figure 2. Original digital images (a1, a2) captured in natural daylight condition, 
ROIs (b1, b2) of the two original images extracted by the Itti model, and ROIs 
(c1, c2) of the two original images extracted by GBVS model.
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Growth rule of seed points

Suppose that the interested object O grows from a 
seed point R. The seed point R that is identified as the 
point of interest is called the marked point, while the 
point that does not belong to any area is called the 
unmarked point. Thus, the area growth procedure of 
object O is described as follows: the unmarked point 
next to O will be merged into object O after the testing 
of qualitative similarity criteria. The point set belong-
ing to O can be defined as Eq. [4]:

	
H = (x, y)∉O | N (x, y)∩O ≠ϕ{ } 	

[4]

where N(x, y) is a 3×3 small area whose center is point 
(x, y). 

Supposing pixel P, P ∈ H, and its visual attention 
degree S, the corresponding relative position indication 
is PSD. Qualitative similarity testing that decides 
whether P merges into O is defined by Eq. [5]:

	
ST (P→O) =

true if S > TS and PSD < T
false otherwise

⎧
⎨
⎪

⎩⎪

⎫
⎬
⎪

⎭⎪	
[5]

After testing, if pixel P meets the above conditions, P 
will be merged into object O. Both Ts and TPSD are thresh-
olds. The essence of qualitative similarity testing is that 
the point, which has a high attention degree and does not 
belong to an edge, belongs to the interested object.

Extract the whole apple area by the growth 
rule of seed points

The HSV color model has linearity and flexibility, 
which is aligned with human eye perception features. 
HSV is a transformation of an RGB color space, and 
its components and colorimeter are relative to the RGB 
color space from which it is derived. 

the starting point of growth in each area before segmen-
tation. Then, the pixels will be sought at the seed area 
whose qualitative similarity meets the rules of growth, 
and these pixels will merge with the seed area. Thus, 
these merged pixels become a new seed, and continue 
seeking and merging until there is no pixel to be merged. 
Qualitative similarity is mostly color similarity in com-
mon image segmentation, but it has to meet not only the 
color similarity but also visual attention conditions in the 
segmentation of the ROI. We introduced the growth rule 
of seed points to achieve the whole apple area. At first, 
the ROI of each original apple image was extracted using 
the Itti model; then, the seed point was extracted and 
converted into binary. Finally, the whole apple areas were 
obtained via the growth rule of seed points. 

Obtaining seed areas

The apple target saliency map obtained from the apple 
target via the Itti model was not complete. On the basis 
of the previous results, an apple image was segmented 
preliminarily in the HSV color space, and then the seg-
mentation result was taken as a seed point for growth.

Given that there is an obvious color difference be-
tween a ripe apple and the background, as the color of 
the former is red, we used a super red image (k=2) to 
remove the background and cause the apple target to 
stand out, which was achieved by Eq. [3]:

	 Sub = k * (R – G)	 [3]

where Sub represents the result; R-G represents red and 
green components of the image, respectively. When 
parameter k is 2, the processing effect is best, as is 
shown in Fig. 3a. Then, the image was changed into a 
binary image (Fig. 3b), which is regarded as a seed 
area. Because the seed image is not completed, it 
should be further processed by the growth rule of seed 
points to get the whole apple area.

Figure 3. The results of image processing. a: enhanced image of ROIs; b: seed image; c: final result.

	 a)	 b)	 c)
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From Figs. 4-2b, 4-3b, and 4-4b, it can be seen that 
the k-means algorithm was highly affected by the 
strong light and shadows. From Figs. 4-2c, 4-3c and 
4-5c, it can be seen that the chromatic aberration algo-
rithm was highly affected by the strong light and shad-
ows. From Figs. 4-1d and 4-2d, it can be seen that the 
proposed algorithm was influenced by the branches.

Additionally, by comparing Figs. 4 1b-1d, 3b-3d, 
4b-4d, 5b-5d and 6b-6d, we can see that there were 
many small background apple targets in the segmented 
images made by the k-means and chromatic aberration 
algorithms, while there were none in the images seg-
mented by the proposed method, which suggests that 
the k-means and chromatic aberration algorithms could 
not remove small background apple targets and that the 
vision attention system model only focuses on the ROI 
of the target and could remove small background tar-
gets. Thus, the proposed method is conducive to the 
vision system of an apple-picking robot to locate apple 
targets quickly and accurately. 

All of the calculation results of the 20 images and 
their corresponding processing results among the k-
means algorithm, the chromatic aberration algorithm 
and the proposed method are shown in Table 1. After 
analyzing the segmentation error rate in Table 1, we 
found that the highest segmentation error rate and the 
average segmentation error rate were 42.97% and 
10.52%, 42.68% and 16.81%, and 27.71% and 13.23%, 
respectively, for the chromatic aberration algorithm, 
the k-means algorithm and the proposed method by us. 
It could be concluded that the highest segmentation 
error rate of the proposed method is the lowest among 
these three methods and that the average segmentation 
error rate of the proposed method was 2.71% higher 
than that of the k-means algorithm and 2.95% lower 
than that of the chromatic aberration algorithm. Mean-
while, the proposed method requires less time than the 
k-means algorithm to process images, which conduces 
to picking robots to pick apples quickly. 

Discussion

For the identification of apples, many in-depth stud-
ies have been performed (Zhang et al., 2008; Si et al., 
2009; Tu et al., 2010; Si et al., 2015), however, which 
merely pursue the identification numbers including all 
the apples in the machine vision, while those studies do 
not consider the fact that apple-picking robots pick one 
fruit at a time, and overlook the fact that background 
targets not only can cause difficulties for foreground 
target extraction but also seriously affect the efficiency 
of foreground apple’s localization for picking robots. 
Meanwhile, some studies introduce the neural network 

Because H could make the apple target more strik-
ing, it becomes the qualitative similarity condition to 
control the seed image growth in the HSV color space. 
Fig. 3c shows that combining the visual attention 
mechanism with the growth rule of seed points in a 
certain color space can realize accurate segmentation 
of the apple targets.

Results

To verify the effectiveness of the proposed method, 
20 images were selected to conduct the experiment. 
The main procedures of the experiment were as fol-
lows:

– �Step 1. Load an original image and extract ROI of 
the image via the Itti model.

– �Step 2. Remove the background and enhance the 
ROI by means of Eq. [3]. 

– �Step 3. Binarize the result of step 2, and extract its 
seed points.

– �Step 4. Transform the result of step 3 from the 
RGB color space into the HSV color space, then 
process the seed image by the given growth rule 
of seed points, and finally obtain the whole apple 
area.

– �Step 5. Using the k-means algorithm, segment 
apple targets from the 20 original images captured 
from a natural scene.

– �Step 6. Using chromatic aberration algorithms, 
segment apple targets from the 20 original images 
captured from a natural scene.

Fig. 4 shows six images and their corresponding 
segmentation results obtained after the experiment 
using the k-means algorithm, the chromatic aberration 
algorithm and the proposed method. 

To verify the efficiency and accuracy of the proposed 
method, the area of 20 original apple images and its 
corresponding processing results obtained using the 
k-means algorithm, chromatic aberration algorithm and 
the proposed method were calculated, respectively. 
Moreover, the segmentation effectiveness criterion was 
proposed, namely, the segmentation error rate of an 
apple, which is designated as σ and defined by Eq. [6]:

	 σ = S-Si / S ×100% (i = 1,2,3) 	 [6]

where S is the real apple area and S1, S2 and S3 are the 
apple areas segmented by the k-means algorithm, the 
chromatic aberration algorithm and the proposed 
method, respectively.
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Figure 4. Six examples of original images captured in natural scenes. a: original images of apple targets captured from the natural 
scene; b: results of the k-means algorithm; c: results of the chromatic aberration algorithm; d: results of the proposed method. 
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Fusing the visual attention mechanism and growth 
rule of seed points could reduce the influence of the 
artificial threshold setting without introducing many 
parameters, which could also help to remove back-
ground apple targets, overcome the influences of small 
area targets in the background and improve the running 
speed of the algorithm simultaneously. It is conducive 
to the vision system of apple-picking robots to locate 
foreground apple targets quickly and accurately 
within the natural scenes.
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