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Resumen. La contaminación del aire ha sido un problema ambiental y de salud en el mundo, se han propuesto varios 
métodos de regresión lineal multivariable para determinar niveles de asociación y dependencia entre contaminantes 
del aire y parámetros meteorológicos. Estos parámetros se caracterizan por tener información redundante e 
irrelevante, que es perjudicial para un modelo de regresión. En este contexto, un análisis de la dependencia mediante 
Regresión Lineal Múltiple y Regresión de Componentes Principales de los contaminantes del aire y parámetros 
meteorológicos fue desarrollado, encontrando una fuerte correlación entre el ozono y la temperatura (0.8) para la 
estación Tlalnepantla, así como un coeficiente de determinación de 82%. El modelo de PCR demostró que 
parámetros meteorológicos como temperatura y humedad relativa tienen un impacto significativo en la 
contaminación del aire en la Ciudad de México.

Palabras clave: análisis de dependencia; contaminación del aire; parámetros meteorológicos; regresión de 
componentes principales; regresión lineal múltiple.

Abstract. Air pollution has been an environmental and health problem in the world, several methods of 
multivariable linear regression has been proposed to determine levels of association and dependence between air 
pollutants and meteorological parameters. These parameters are characterized by redundant and irrelevant 
information, which is detrimental to a regression model. In this context a dependence analysis using Multiple Linear 
Regression and Principal Component Regression in air pollutants and meteorological parameters was developed, 
found a strong correlation between ozone and temperature (0.8) for Tlalnepantla station, as well as a determination 
coefficient of 82%. The PCR model proved that meteorological parameter such as temperature and relative humidity 
have a significant impact on the air pollution in Mexico City.

Keywords: air pollution; dependence analysis; meteorological parameters; multiple linear regression; principal 
component regression.
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1. INTRODUCTION

The high levels of air pollutants cause adverse effects 
on human health and environment (Bhaskar, 2010), 
producing 3.7 million premature death in the world 
per year, mainly heart disease and pulmonary, i.e. as 
well as lung cancer. In Latin America and the 
Caribbean, at least 100 million people are exposed to 
air pollution above recommended levels on World 
Health Organization (WHO), where the majority of 
pollutants are estimated to come from motor 
vehicles, poor fuel quality, stationary and natural 
sources(Green & Sanchez, 2012). A report of the 
United Nations Environment Programme (UNEP) 
and the WHO about air pollution in Megacities states 
that the air in Mexico City is the worst of the 15 
metropolitan areas with more than 10 million 
habitants. The city has serious problems for 
particulate matter, sulfur dioxide, carbon monoxide 
and ozone pollution, plus moderate problems for lead 
and nitrogen oxides (WHO & UNEP, 1992). The 
increase of the air pollutant in Mexico City is 
associated with the geographical and meteorological 
characteristics of the valley (Nebot & Mugica, 
2014). Certain parts of the metropolitan area, such as 
Merced, Pedregal, Tlalnepantla, and Xalostoc are 
exposed to local industrial sources such as factories 
and power plants (O'Neill, Loomis, Torres Meza, 
Retama, & Gold, 2002).

In (L. Li et al., 2014) an spatial and temporal relation 
of Air Pollution Index (API) with meteorological 
parameters is presented during 2001–2011 in 
Guangzhou China, where it is determined that 
temperature, relative humidity, precipitation and 
wind speed were negatively correlated with API, 
while diurnal temperature range and atmospheric 
pressure were positively correlated with API in the 
annual cycle. Other studies address only the behavior 
of a single air pollutant compared to selected 
meteorological parameters, observing a negative 
correlation between daily total precipitation and the 
contribution of PM10 to API, aAs well as a positive 
correlation between mean surface temperature and 
the contribution of O3 (Buchholz, Junk, Krein, 
Heinemann, & Hoffmann, 2010). Although more and 
more studies show temporal correlations between air 
quality and meteorological parameters, comparing 
their dependency analysis are contradictory 
(Maraziotis, Sarotis, Marazioti, & Marazioti, 2008; 
Pearce, Beringer, Nicholls, Hyndman, & Tapper, 
2011). For example, (Maraziotis et al., 2008) stated 
that temperature was negatively correlated with 
PM10 using statistical Methods, but these factors 
were found to be positively correlated in another 
study using generalized additive models (Pearce et 

al., 2011). The differences might be caused by trends 
and seasonal variations due to study place, mainly 
the distribution of local pollution sources, the 
presence of distant pollution sources that impact the 
city, and the meteorological and topographical 
conditions of the area (Morawska, Vishvakarman, 
Mengersen, & Thomas, 2002). Such as relationship 
have been examined in several studies which have 
used a combination of statistical regression, 
graphical analysis, fuzzy logic method and cluster 
analysis (Abdul-wahab, Bakheit, & Al-alawi, 2005). 
Artificial Neural Networks (ANN) has been one of 
the most known and used methods to predict air 
pollutant concentrations (Arhami, Kamali, & Rajabi, 
2013), however, it is also known for its lack of 
precision due the presence of factors such as noise, 
the high computational cost and a high selection of 
inputs and model architecture difficulty (Voukantsis 
et al., 2011). Linear regression is an important 
analysis tool in statistics and artificial intelligent (Su, 
Gao, Li, & Tao, 2012), in recent decades has been 
widely used for forecasting in several applications of 
pattern recognition and machine learning (Bishop, 
2007). Multiple Linear Regression (MLR) is a 
statistical approach that allows the formulation of 
simple equations to predict the percentage or degree 
of association between the independent variable and 
the dependent variable, without detailing the causes 
of these relationships (Paschalidou, Kassomenos, & 
Bartzokas, 2009) and Principal Component 
Regression (PCR) is a machine learning technique 
that allows reduce the data dimensions, the high 
c o m p u t a t i o n a l  c o s t  a n d  e l i m i n a t e  t h e 
multicollinearity, when is not clear what is the 
predictor (Jianfeng, Myodo & Sakazawa, 2013). In 
this context, and due to the fact that not too many 
dependent analysis regarding pollution and 
meteorological parameters in Mexico city are 
known, a dependent analysis with PCR and MLR is 
proposed to determine the dependence between air 
pollutants and meteorological parameters in 4 
stations of Mexico city's metropolitan area.

2. MATERIALS AND METHODS

2.1  Theoretical Background 

2.1.1  Handling Missing Date

Real world data sets are almost always accompanied 
by missing data due to different factors such 
equipment malfunction, communication noise, lack 
of equipment availability and/or unknown reasons; 
this missing data on several analysis fields cause 
inconclusive study results. Different methods have 
been proposed to handle missing data; two of the 
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most commonly used are interpolation methods and 
machine learning techniques (D. Li, Deogun, 
Spaulding, & Shuart, 2005). The popular approaches 
for spatial interpolation include inverse distance 
weighting (IDW), kriging, spline interpolation, and 
interpolation polynomials (Bhattacharjee, Mitra, & 
Ghosh, 2014).

2.1.1.1  Inverse Distance Weighting (IDW)

The IDW is one of the mostly applied interpolation 
techniques in the field of environmental science.

Where Z(s ) is the intended value to be predicted in 0

terms of a particular S  place, n will be taken to 0

account as the number of sample points around the 
site to be predicted, W  is the weight assigned to each i

sample point and Z(s ) is the value observed on place i

S . i

Weights are determined by the equation:

Where d  is the distance between the place of i0

prediction and each sample place; as the distance 
becomes larger, the weight is reduced by p factor 
(Cañada, Moreno, & Gonzalez, 2014).

2.1.2  Pearson  and  Spearman  Cor re la t ions 
Coefficients

Common measure of linear association between two 
variables. It is defined as ratio of the two variables to 
the product of their respective standard deviation. 
Tthe Pearson correlation coefficient ranges from -1 
to 1, where if the coefficient is greater than 1 indicate 
positive association, if coefficient is less than 1, 
indicate negative association and if coefficient is 0 
indicate no correlation (Shong, 2010).

Spearman correlation coefficient is a rank based 
version of the Pearson correlation coefficient. Unlike 
the Pearson correlation coefficient, Spearman 
coefficient is used also for the variables that are 
nonlinearly related, and is robust to the presence of 
outliers. The Spearman coefficient interpretation is 
the same as the Pearson correlation coefficient 
(Restrepo & González, 2007).

2.1.3  Multiple Linear Regression (MLR)

Multiple linear regression (MLR) is a statistical 
technique that has been used in air pollution analysis 
to predict the variability and model the mathematics 
relationship between the dependent variable and 
independent variable (Wang, 2007). The regression 
model is given as:

Where βi(i=0,…,n) are the parameters generally 
estimated by least squares, xi(i=1,…,n) are the 
explanatory variables (predictors), and ε is the error 
associated with regression. MLR is a simple 
implementation model based on linear and additive 
associations of explanatory variables which has been 
extensively used due to its satisfactory results, 
nevertheless, in regression equations, the collinearity 
between independent variables can lead to incorrect 
identification of the most important predictors (Heo 
& Kim, 2004; Thompson, Reynolds, Cox, Guttorp, 
& Sampson, 2001), which is a serious problem which 
can dramatically influence the effectiveness of a 
regression model.

2.1.4  Principal Component Regression

Principal Component Analysis (PCA) is a 
multivariate statistic tools, widely used in reduction 
from dimensions for air pollution analysis. Its goal is 
to reduce the number of predictive variables and 
transform them into new variables, called principal 
components (PC). These new variables are 
independent linear combinations of the original data 
and retain the maximum possible variance of the 
original set (Sousa, Martins, & Pereira, 2007). The 
Principal components (PCs) can be expressed as in 
Eq. (4) below:

Where Z is component score, a is component loading 
(correlation coefficient), x is the measured value of 
the variable, i is the component number, j is the 
sample number and n is the total number of variables 
(Dominick, Talib, Zain, & Zaharin, 2012). Principal 
Component Regression (PCR) is methods that 
combine PCA with linear regression for reduce the 
number of regressor variables, while retaining as 
much as possible of the variation present in the data. 
This reduction is achieved by transforming the data 
into uncorrelated principal components (PCs) and by 
discarding the PCs which contribute least to the 
variance in the original data (Jolliffe, 2002).
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Hence, in PCR, all the PCs of the independent 
variables x …xp are transformed to new independent 1

variables. Thus the corresponding linear regression 
model will be

y  = b  + b PC  + ... + bPC + e , i = 1, ..., n.       (5)i 0 1 1i r ri i

Where β are the coefficients of regression, PC the 
principal components and ε the error. The literature 
reports Principal Component Regression (PCR) as a 
known  es t ima to r  des igned  to  dea l  w i th 
multicollinearity or near-linear dependence of 
regressors, because it extracts factors from the 
variables with serious multicollinearity and establishes 
a regression model on the orthogonal variables.

2.1.5   R-Squared

Statistical measure that shows how close the data are 
to the fitted regression line, the r squared also called 
determination coefficient is between 0 and 100%, 
where 0% indicates that the model not explains the 
variability of the response data around its mean, and 
100% indicates that the model explains all the 
variability of the response data around its mean 
(IDRE, n.d.).

2.2  Database

The Automatic Air Quality Monitoring Network 
(RAMA) with 24 stations for continuously measure 
of air pollutions, and Meteorology and Sun Radiation 
Network (RETMET) that providing information of 
the meteorological parameters in 16 stations, 
belonging to the Monitoring System of the Cite of 
Mexico (SIMAT) are considered to form the 
database for this study. Four (4) stations were 
selected (Tlalnepantla, Xalostoc, Mercedes y 
Pedregal) under the method of data completeness 
and parallel measurements of RAMA and RETMET, 
with 12 characteristic distributed in meteorological 
parameters: temperature (TMP), relative humidity 
(RH), wind direction (WDR) and wind speed (WSP), 
reported in degrees Celsius (°C), percentage (%), 
degrees azimuth (°azimuth), meters per second (m/s) 
respectively, and air pollutants: ozone (O3), nitrogen 
dioxide (NO2), nitrogen oxides (NOx), nitrogen 
monoxide (NO), sulfur dioxide (SO2), carbon 
monoxide (CO), particles smaller than 10 
micrometers (PM10), particles smaller than 2.5 
micrometers (PM2,5), reported in parts per million 
(ppm) for the first 5 variables and micrograms per 
cubic meter  (µg/m3) for the next  2.  The 
measurements were collected per hour during the 
years 2005-2013. A total amount of twelve (12) 
characteristics with 78888 observations were 
provided, leading to a 78888x12 dimension matrix.

2.3  Proposed procedure

A comparison analysis with the maximum and 
minimum values of the meteorological variables and 
pollutants is performed for remove outlier early and 
avoid its impact over analysis dependence methods. 
Further the interpolation approach is applied for 
IDW to attain dates completeness, since the power 
parameter in IDW interpolation controls the 
significance of surrounding points. Next the database 
normalization is applied between [0, 1], which is 
considered as the preprocessing according with the 
Figure 1. Consequently the relationship between 
meteorological and air pollution features is 
determined from correlation matrix using the 
Pearson and Spearman coefficient. Then, two 
regression multivariate approaches are applied for 
each day. MLR and PCR were performed for making 
the dependence analysis and determine which 
environmental factors may influence the high levels 
of pollution. The dependents variable is the daily 
values (O3, NO2, NOx, NO, SO2, CO, PM10, 
PM2.5,) based on a large number of predictor 
variables (TMP, RH, WDR, WSP) and those 
predictors are highly correlated or even collinear. 
Both methods construct new predictor variables, as 
linear combinations of the original predictor 
variables, but they construct those components in 
different ways. PCR creates components through 
eigenvalues, to explain the observed variability in the 
predictor variables, without considering the response 
variable at all. In this context, the regression models 
for the feature matrix are obtained, and the 
relationship of dependency among specific for each 
pollutants in function of meteorological variables is 
determined. The least-square method is used for 
minimizing the error.

Análisis de dependencia usando regresión lineal múltiple y regresión de componentes principales en 
contaminantes del aire y parámetros meteorológicos: caso de estudio.

Figure 1. Block diagram of the proposed method
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3. RESULTS AND DISCUSSION

During the study period, we found that all air 
pollution concentrations were within permissible 
values for metropolitan area Mexico, according to 
quality norms for atmospheric contaminants from 
SEMARNAT (Secretaría de Medio Ambiente y 
Recursos Naturales) (15). Two correlation matrices 
are obtained for 4 monitoring station. The 
correlations (R) between O3 and RH, O3 and TMP, 
CO and WSP, NO and TMP are shown in Table 2, 
where evidenced positive association among O3 and 
temperature with high correlation coefficients, also 
was found that ozone was negatively related with 
Relative Humidity (RH) showing moderated 
correlation coefficients of Spearman. In (Rasmussen 
et al., 2012) a strong correlation between surface 
temperature and O3 concentrations on multiple time 
scales is found in US where is attributed to the high 
population density and engines of vehicles and poor 
fuel quality as well as in (Sánchez et al., 2008), 
however for analysis in Mexico City did not find a 
full registry of the temperature profile in the stations 
that represent the Metropolitan Area. The wind speed 
may transport air pollutants (O3, CO, NOx) from 
distant sources, also high CO and NOx levels 
occurring when temperatures and winds speed are 
low (Hosseinibalam & Hejazi, 2012; Pollutants, 
Ocak, & Turalioglu, 2008), this explains a moderate 
negative association coefficients between CO and 
WSP, NO and TMP shown in Table 1.

Historical trends of the most significant correlations 
in Table 1 sampled on the 4 seasons are shown in 
Figure 2 for month average values of O3 and 
temperature and in Figure 3 for O3 and RH. 

The regression equation with less error and high 
coefficient of determination were obtained using 
PCR and are expressed for the pollutants with high 
and moderated coefficient correlation as follow:

Ÿ Pedregal station:

Ÿ Merced station:

Ÿ Tlalnepantla station:

High dependence of O3 respect to RH, TMP, WDR 
and WSP is determined in 82%, also there is a 
moderated dependence of NO and CO regarding 
meteorological parameters as a 42% and 36% 
respectively. These equations reveal that O3 and CO 
increases with increasing TMP and decreasing of 
RH, WDR and WSP, while NO increase with 
decreasing TMP and others parameters.

The literature report in (Hosseinibalam & Hejazi, 
2012) a dependence of O3 respect to meteorological 
parameters of 59%, negative correlation with wind 
direction a strong correlation whit SO2 and O3 in 
range from 0.51 to 0.89. MLR models of CO, NOx 
and O3 with meteorological parameters and 
pollutants  concentrat ions previous shows 
determination coefficients of 48%, 28% and 75% 
respectively (Pollutants et al., 2008). There are 
limited studies of dependence analysis of pollutants 
and meteorological parameters described in this 
paper in metropolitan area of Mexico City with 
which we can directly compare, because the 
environmental conditions are different according to 
location of the city.

Novoa, J., Parra, D., Quijano, S., Orrego, D., Becerra, M

Table 1. Correlation (R) between O3 and RH, O3 and 
TMP, CO and WSP, NO and TMP

R(O3-
TMP)

R(O3-RH) R(CO-
WSP)

R(NO-
TMP)

Xalostoc 0,75668 -0,53567 -0,40870

Pedregal 0,70761 -0,50553 -040059

Merced 0,79747 -0,56693 -0,40136 -0,43179

Tlalnepantla 0,79833 -0,54176 -0,41326

Figure 2. Month average values of O3 and TMP

Figure 3. Month average values of O3 and RH
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4. CONCLUSIONS

A dependence analysis is used to determine the 
importance of meteorological parameters respect to 
air pollutants, where is found that ozone is highly 
correlated with temperature and relative humidity in 
Tlalnepantla station, evidencing increasing in ozone 
concentration when temperature is high and relative 
humidity is low. 

Also this study shows the usefulness of PCR and 
MLR as tool for analyzing a large multivariate data 
set. The dependency analysis revealed that the PCR 
model presented better performance in comparison 
to the MLR model, since their results showed lower 
mean square error and more coefficient of 
determination, due to use of PCs that allow 
eliminating of collinearity problems in MLR and 
reduction of the number of predictors. 

The results from this study would be used in 
providing the necessary information to the general 
public, to protect their health and take necessary 
precautionary measures.
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