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Abstract

Inference about predictive ability is usually carried out in the form of pairwise comparisons
between two competing forecasting methods. Nevertheless, some interesting questions are
concerned with families of models and not just with a couple of forecasting strategies. An
example of this would be the question about the predictive accuracy of pure time-series
models versus models based on economic fundamentals. It is clear that an appropriate
answer to this question requires comparing families of models, which may include a
number of different forecasting strategies. Another usual approach in the literature consists
of comparing the accuracy of a new forecasting method with a natural benchmark.
Nevertheless, unless the econometrician is completely sure about the superiority of the
benchmark over the rest of the methods available in the literature, he/she may want to
compare the accuracy of his/her new forecasting model, and its extensions, against a
broader set of methods. In this article we present a simple methodology to test the null
hypothesis of equal predictive ability between two families of forecasting methods. Our
approach corresponds to a natural extension of the White (2000) reality check in which we
allow for the families being compared to be populated by a large number of forecasting
methods. We illustrate our testing approach with an empirical application comparing the
ability of two families of models to predict headline inflation in Chile, the US, Sweden and
Mexico. With this illustration we show that comparing families of models using the usual
approach based on pairwise comparisons of the best ex-post performing models in each
family, may lead to conclusions that are at odds with those suggested by our approach.

I am are very thankful to Gray Calhoun, an anonymous referee and participants at the 30th International
Symposium on Forecasting for their comments and suggestions | also thank Alvaro Garcia for excellent
assistance and Gustavo Leyva for programming the stationary bootstrap of Politis and Romano (1994). All
errors are mine. Contact Information: pinchei@bcentral.cl , Phone: (56-2) 670 2874, Fax: (56-2) 698 4847.
The views expressed in this paper do not necessarily represent those of the Central Bank of Chile or its Board
members.




Resumen

La inferencia sobre capacidad predictiva usualmente se realiza a través de comparaciones
bilaterales entre dos métodos de proyeccién en competencia. No obstante, algunas
interesantes preguntas se refieren a familias de modelos y no solamente a un par de
estrategias de prediccion. Un ejemplo de esto seria la pregunta acerca de la capacidad
predictiva de los modelos de series de tiempo versus la de modelos basados en
fundamentos economicos. Es claro que una respuesta adecuada a esta interrogante
involucra la comparacion de familias de modelos que pueden incluir un gran nimero de
diferentes estrategias predictivas. Otra préctica usual en la literatura consiste en comparar la
precision de un nuevo método predictivo con un referente natural. No obstante, a menos
que el econometrista esté completamente seguro acerca de la superioridad predictiva del
referente sobre el resto de los métodos disponibles en la literatura, podria desear comparar
la precision predictiva del nuevo modelo de prediccidn, y sus extensiones, con un conjunto
més amplio de métodos. En este articulo, presentamos una simple metodologia para realizar
el contraste de la hipotesis nula de igualdad de capacidad predictiva entre dos familias de
métodos de proyeccion. La manera de aproximarnos al problema corresponde a una
extension natural de la confrontacion con la realidad que propone White (2000), donde
ahora permitimos a las dos familias bajo comparacion estar habitadas por un gran nimero
de métodos de prediccion. llustramos nuestra estrategia de evaluacién de hipétesis con una
aplicacion empirica que compara la capacidad de dos familias de modelos para predecir la
inflacion del IPC en Chile, Estados Unidos, Suecia y México. Con esta ilustracion,
mostramos que comparar familias de modelos usando la perspectiva usual basada en
comparaciones bilaterales de los prondsticos con mejor comportamiento ex post, puede
conducir a conclusiones muy distintas a las que se extraen de nuestra propuesta.



1 Introduction

Forecasts of economic and financial variables are usually important inputs for policy makers
in the decision making process. From time to time new forecasting models appear in the
literature with the hope of providing a better understanding of the evolution of key economic
variables or with the simpler goal of reducing some measure of forecasting error. When
evaluating if a novel forecasting approach is useful for prediction, at least three elements are
necessary: a measure of accuracy or loss function, a good enough benchmark against which
we want to compare the new predictions, and third, an adequate test of predictive ability.

The usual practice, but not the only practice, considers a statistical measure of forecast
accuracy like Mean Squared Prediction Error (MSPE), a well known model available in the
literature as a benchmark, and tests of equal predictive ability like those developed by Diebold
and Mariano (1995) and West (1996). If the object of study are the forecasts themselves rather
than the models generating those forecasts, the inference strategy proposed by Giacomini and
White (2006) may be preferred.

This usual practice is aimed at comparing the predictive accuracy of two competing fore-
casts. Even when more than two forecasting methods are considered, often inference is carried
out in the form of several pairwise comparisons. In the case of the exchange rate literature,
for instance, new models of exchange rate determination are usually compared to the simple
random walk model in an attempt to overturn the seminal results in Meese and Rogoff (1983).
Nevertheless, some interesting research questions are concerned with families of models and
not just with a couple of forecasting strategies. For instance: 1) are time-series models more
or less accurate than economic models to predict a given variable? 2) are simple combination
strategies more accurate than complex combination schemes to predict a given variable? 3)
are forecast that rely solely in the aggregate CPI index more adequate to predict inflation that
methods based on disaggregate components? or 4) are linear methods more accurate than
non-linear methods? These are all examples of interesting research questions involving the
comparison of two families of forecasting methods which may include a number of different
forecasting strategies.

In addition, when a new forecasting device is presented in the literature, there is typically
some degree of uncertainty surrounding some aspects of this new method. For instance, if a
new VAR model is presented, there may be some uncertainty about the number of lags used
in each equation, or the number of cointegrating relationships among them. Another good
example is the number of different Phillips curve specifications in which the measure of output
gap can be calculated in a number of ways and the Phillips curve itself can be augmented with
different regressors in several ways as well. Therefore, rather than a new model, the truth is
that a family of new models is developed. This family is typically generated by some minor
modifications of the main model.

On the other hand, the number of acceptable forecasting methods for traditional economic
variables is often large. In this context it is difficult to support the a priori selection of a
unique benchmark. In the case of inflation the number of well established forecasting models
is huge, therefore a more realistic inference approach would be one in which families of models
are compared and not just a couple of competing models.



Some interesting contributions dealing with forecasting comparisons including more than
two models are the papers by White (2000) and Hansen (2005). Both authors work with a
setup in which a number of models are compared to a single benchmark. But what if instead
of having a natural benchmark we rather have a family of natural benchmarks? Should we
pick our favorite benchmark model and proceed according to White (2000) or Hansen (2005)?

In this paper we address this problem by introducing a natural extension of the approach
presented by White (2000) but allowing both families of forecasting devices, the new family
and the benchmark family, to be populated by a large number of forecasting methods.

Differing from the results in White (2000), the p-values of our new test need not to be
higher than when comparing the best models of both families. This is produced because we are
now allowing for specification searches in both families of models: the null and the alternative
family. In other words we are accounting for the fact that we could draw a favorable outcome
in both of our families just by luck.

The rest of the paper is organized as follows: In Section 2 we introduce our basic economet-
ric setup. In Section 3 we construct an asymptotic test to compare the predictive performance
between two families of models. In section 4 we provide an empirical illustration of the use of
our test when comparing the predictive ability of two families of inflation forecasts for the case
of headline inflation in Chile, Mexico, Sweden and the US. Section 5 concludes and provides
a brief summary of our results.

2 Comparing Sets of Forecasting Methods
In this section we consider the following sets of forecasting methods
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where ’e\f‘ and @? denote generic one-step-ahead prediction errors from forecasting method ¢
in M4 and forecasting method j in My. We call M4 the “alternative family”of forecasting
methods and My is called the “null family”. We use “hats” in our notation to make explicit
the possible dependence of these forecast errors from estimated parameters as in Giacomini
and White (2006).

Let us consider a measure of forecast accuracy represented by a generic loss function

L:R? —R
L= LYiin; ()
where y¥ (k) is a k-step ahead predictor of Y, which uses information available up to time ¢.

Often this loss function can be expressed in terms of an increasing function of the difference
between the predictor and the variable it attempts to predict

L(Yirr,yt (k) = 1(Yier — yf (K))



the leading example of such a loss function is a quadratic function
LYok 91 (k) = 1(Yerr — 97 (k) = Yipr — y7 (k))?
we will assume we are interested in a loss function that can be expressed as [ above.

We consider a null hypothesis according to the unconditional version of the test of predic-
tive ability introduced by Giacomini and White (2006). This is a null expressed in terms of
estimates of the parameters of interest. In our case we test

Hy : ]E[(l(/e\zA) — l(@?)} =0foralli=1,...m; j=1,...,J

the alternative hypothesis is one in which there is a forecasting method 6{; in family A for
which
Ha:E[(IE)) 1)) <0forall j=1,..J

that is, we are interested in the identification of a family having the best forecasting method
in terms of the loss function .

The next proposition sheds some light regarding the type of statistic we will be using to
test our null hypothesis against the previous suggested alternative.

Proposition 1 The existence of a forecasting method é\;-i in family A for which
Ha:E[1E)) 1@ <0 forallj=1,..,J
s equivalent to the following expression

Mi Maz E[l(e})] - Ei(2)] <0
ie{1,2,z.?m}je{1,2(,1.:f,J} &) (&)1 <

Proof. See the appendix. m

It follows that
Min ~ Maz B[I@E) —1(e? 1
i€{1,2,...m}je{1,2,....J} (&) = U(e)] (1)
has a very different behavior under the null and alternative hypotheses. While (1) is exactly
zero when the null hypothesis is true, it is strictly negative under the alternative hypothesis.

! Notice here that the null and alternative hypotheses do not cover the whole parametric space. This means
that we have to be very strict about the interpretation of our test. Rejection of the null hypotesis in the
direction of our alternative poses no ambiguity. Nonetheless, no rejection of our null hypothesis cannot be
interpreted as its acceptance, as models can be very different in a direction not explored by our test.



3 Building an Asymptotic Test

In this section we construct an asymptotic test based upon the sample analog of (1). For a
couple of forecasting methods /e\f% and E?t let us define the scalar

P
where P denotes the sample size of forecast errors.

By considering the difference between [(€}) and every single l(é?t) with 7 =1,...,J we can
define the following corresponding column vector
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Notice that under the null Hy and mild assumptions, such as those in Giacomini and White
(2006), it is possible to show that for each i =1,...,m
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with V((})X ) positive definite. Then, the continuous mapping theorem for convergence in
distribution ensures that as P goes to infinity

P
1 Ay _ 01| 2 (i) _
jeﬂ/lﬁf‘]} \/JSP ; [L(e) — l(ejt)]} A éw{f,l.%} {uk } foralli=1,...m
where {u() uéz), . ,ug)} is a J-dimensional vector distributed as N (0, V((})XJ)) See, for in-

stance, White (2000).
Let us use F; to denote the following distribution

F;, = . éw{f”.%} {u,(;)} foralli=1,..,m
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it follows that under the null

P
. 1 D )
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As mentioned in White (2000), when the number of models is small, critical values from
G may be obtained using simple Monte Carlo simulations. This can be easily done once
consistent estimates of each variance-covariance matrix Vé;)x J) are obtained. Otherwise, we
can work with bootstrapped critical values. We propose a straightforward generalization of
the bootstrap method proposed by White (2000) and also clearly outlined in West (2006).
These bootstrapped critical values can be obtained as follows:

1. First, a sequence of P forecast errors for each of the m x J models is generated using
rolling estimation windows.

2. Second, generate B bootstrap samples by sampling with replacement from each original
sample. Therefore you end up with a collection of B sequences of P forecast errors for
each of the m x J models. To generate the pseudo-data we use the stationary bootstrap
of Politis and Romano (1994).

3. For every possible combination of alternative models ¢ =1, ..., and null models j =
1, ..., J we compute the bootstrap statistic

X)X = 4
t=1

~A ~0 —(ij
() — U5 0)] - X b= 1,2, B

4. For each b= 1,..., B we compute the final statistic

@ = Min Maz \/?[Xt(i’”*(b)—ffj)]
i€{1,2,...m}je{1,2,....J}

5. Bootstrapped critical values are finally obtained from the quantiles of the empirical
distribution of %;.

In the next section we illustrate how this procedure works in practice, when comparing
two families of inflation forecasting methods.
4 Empirical Illustration

In this section we compare the predictive ability of two different families of forecasting meth-
ods. We focus on headline inflation forecasts at different horizons. We consider monthly series
of the Consumer Price Index (CPI) for Chile, Mexico, Sweden and the USA. Our sample be-
gins in February 1989 and finishes in December 2008.

We build forecasts for the usual log approximation of year-on-year inflation. In other
words we work with 7}? defined as

712 = In(CPI) — In(CPI;_12)



With this transformation our sample reduces to February 1990 - December 2008. We generate
sequences of h-step ahead forecasts for every h = 1,2,...,12. All forecasts are built from
univariate models estimated with rolling windows of 40 observations. Therefore, our first
estimation windows spans the period February 1990-May 1993, and our first one-step-ahead
forecast is for June 1993. Similarly our first twelve-step-ahead forecast is for May 1994.

Figure 1 shows the evolution of year-on-year inflation for the countries in our sample. It
shows a sharp contrast in the cross-country evolution of inflation. Stable inflation is achieved
in Mexico during 2002. Chile achieved stable inflation somewhat earlier around 1999. Sweden
achieved stable inflation pretty early in our sample, around 1992, whereas the US has shown
relatively stable inflation during all our sample period. Because trends in these series may
potentially play a role in the construction and evaluation of forecasts, we decide to evaluate
the different forecasting methods in a period when most of the countries have achieved stable
inflation. This period goes from January 2000 until December 2008. This means that we
consider a total of 108 forecasts for every single forecast horizon?. In the case of Mexico, we
additionally consider another smaller sample starting in July 2002. For this sample we have
a total of 78 forecasts at every single horizon. We do this because, as we mentioned earlier,
stable inflation in Mexico was achieved not until 2002. Therefore in the subsequent analyses,
we will show results for two different samples for Mexico: the usual sample (Mexico) and a
shorter sample (Mexico-S).

2We consider the same number of forecasts, irrespective of the forecasting horizon, because we have a long
series of forecast, that has been truncated to start in January 2000.



Figure 1
Year-on-Year Headline Inflation
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In the next subsections we give a brief description of the family of forecasting methods we
compare in this empirical exercise.

4.1 Benchmark Methods

The use of different univariate time series models to generate forecasts is fairly usual in
the forecasting literature in general, and in the inflation literature in particular. For instance,
Atkeson and Ohanian (2001) show that a simple random walk model for year-on-year inflation
in the US is very competitive when predicting inflation twelve-months ahead. Giacomini and
White (2006), also for the US, present an empirical application in which several CPI forecasts
are compared to those generated by a random walk with drift and an autoregression in which
the number of lags is selected according to the Bayesian Information Criteria (BIC). Another
article using simple univariate benchmarks for the US is Ang, Bekaert and Wei (2007). Among
the many methods the authors use, they include an ARMA(1,1) model, a random walk and
also an AR(p) model with automatic lag selection according to BIC. Elliot and Timmermann
(2008) also explore the ability of several simple univariate models to predict inflation in the US
including a simple AR(p) model and single exponential smoothing, which generates the same
forecasts as an IMA(1,1) model in which some constraints are imposed over the parameters.
More recently, Croushore (2010) also makes use of an IMA(1,1) model as a benchmark when
evaluating survey-based inflation forecast for the US. In addition, Stock and Watson (2008)



use several different ARMA models as benchmarks to predict inflation in the US. They also
use a version of the direct autoregressive model discussed in Stock and Watson (1999). This
model looks as follow:

7Tth+h —m = p" + oM(L)Am + Vth+h (3)
where
CPI;
7w, = (1200/R) In( CPI‘; )
CPI;
T = 1200111(01%_1)

Amp = m — 1
and (L) is a polynomial in the lag operator L. Finally, " is just a constant.

Outside of the US the use of univariate time-series models has also become fairly usual.
Groen, Kapetanios and Price (2009), for instance, evaluate the accuracy of the Bank of Eng-
land inflation forecasts using several univariate models, including an AR(p) and the random
walk. Similarly, Andersson, Karlsson and Svensson (2007) make use of simple time series
models to compare inflation forecasts from the Riksbank. Finally, Pincheira and Alvarez
(2009) and Pincheira (2010) also consider ARMA models to construct forecasts for Chilean
inflation and GDP growth respectively.

Based on this selective review of the literature and our preliminary exploration, we define
the family My as containing the following 11 traditional univariate linear forecasting bench-
marks: an AR(1), AR(6), AR(12), ARMA(1,1), ARMA(6,12), ARMA(1,1-12), IMA(1,1),
Random Walk, Random Walk with drift, and two versions of the model in (3): The first ver-
sion selects the lags of the lag polynomio automatically according to AIC, whereas the second
version selects these lags according to BIC. Just for clarity the ARMA(1,1-12) is defined as
follows:

T = C+ pmi—1 + ¢ — O164—1 — 0126412

4.2 Alternative Methods

For the alternative family we rely on the observation of Ghysels et al (2006) who mention
that the airline model of Box and Jenkins (1970) has a good forecasting performance when
predicting seasonal time series. We also rely on early work by Pincheira and Garcia (2009)
who show that an extended SARIMA family of models performs well when forecasting Chilean
headline inflation at several horizons. This family contains the following eight models

T — M1 =&t — 01601 — 0128412 (4)
T — M1 =& — 01601 — O16012 + 01016413 (5)
T — i1 = p(mi—1 — m—2) + &t — b160—1 — O1261—12 (6)
Ty — 1 = p(Me_1 — T—2) + ¢ — bheg1 — O16412 + 01016413 (7)
T — M1 =0+ & — bheg1 — 212 (8)
T — -1 =0+t — g1 — O160—12 + 61016413 9)
T — M1 = 0 + p(m—1 — m—2) + & — O1e—1 — O126¢—12 (10)
T — -1 =0 + p(m—1 — m—2) + & — b1e4—1 — O164_12 + 1016413 (11)



Interestingly, this extended SARIMA family contains the traditional airline model which is
the number (5) above.

The models used by Pincheira and Garcia (2009) display an outstanding predictive per-
formance for Chile when compared to a traditional family of univariate benchmarks similar
to that presented in the previous Subsection. It results natural to use the same extended
SARIMA family to explore its behavior when predicting inflation in other countries. Never-
theless we complement this extended SARIMA family with four more models. These models
are basically the same models (5), (7), (9) and (11) with the only difference that the coefficient
associated to the moving average term of order thirteen is not restricted to be equal to 6:0;
and now is a free parameter. We do this simply to explore the predictive performance of the
models without the restriction mentioned above.

In summary, we use the following six models:

T — M1 = €t — 016021 — 126112 (12
Ty — M1 = €t — O164—1 — O164-12 + 01016413 (13
i — g1 = € — ther—1 — O12er12 — 136113 (14
T — 1= p(m—1 — T2) + & — g1 — 1212 (15
T — M1 = p(mi—1 — T—2) + & — U161 — O164—-12 + 01016413 (16

e — 1 = p(m—1 — m—2) + €t — 01641 — O1261—_12 — 136113 (17

and the same six models plus a drift, which makes a total of twelve models. We will label this
alternative family of models as Extended Sarima Family (ESF).

We present the results of our empirical exercise next.

4.3 Empirical Results

Table 1 below shows the results of the MinMax statistic in (2), the traditional core statistic
of the Diebold and Mariano (1995) test, that we call in the table ”Normal Test”, and the
resulting p-values associated with both statistics. While the MinMax statistic is comparing the
alternative and the benchmark family of models, the ” Normal Test” is nothing but the Diebold
and Mariano (1995) test when comparing the best performing models in each family. Negative
values of the statistics indicate that the alternative Extended Sarima Family outperforms the
traditional family of models we are considering here.

We use different colors to highlight qualitatively different results. Figures in green in-
dicate that the Extended Sarima Family works better than the benchmark family and this
improvement is statistically significant at the 10% level. Figures in light blue indicate that
the Extended Sarima Family is doing better than the traditional family but the difference is
not statistically significant at the 10% level. Finally, figures in red indicate that the tradi-
tional family of models is doing a better job than the Extended Sarima Family, although this
superiority may not be statistically significant at the 10% level.



Table 1
Inference About Predictive Ability When Forecasting Headline Inflation

Forecasting Horizon
| 2 3 4 5 6 7 8 9 10 11 12
-1.25 237 -3.40 -4.95 -6.43 2754 -1.75 -8.68 -8.55 -6.92
0.00 0.00 0.00 0.00 0.00 0.01 0.02 0.03 0.05 0.12
-1.88 -2.17 -2.76 -2.74 -2.60 -1.53 -1.42 -1.28 -1.13 -0.70 -0.63
0.03 0.00 0.00 0.00 0.06 0.08 0.10 0.13 0.24 0.26
8 -0.89

-0.95 - -0. -0.64
0.01 4 5 0.08

= -4.53

0.01 0.23 B 0.06
-2.69 -2. 7 3 -2.01

0.00 0.38 0.00 0.02
-0.79 -0.93 -0.09

0.00 0.00 i 0.69

-3.16 -1.93 -2.31 -2.03 -1.86 -1.86 - -0.85 -0.09
0.00 0.03 0.01 0.01 0.02 0.03 0.03 0.20 0.46

For clarity of exposition we also present charts displaying both the p-values associated to
the MinMax test and the p-values associated to the Diebold and Mariano (1995) test applied
to the best performing models in each family. Figures 2-6 show in blue the p-values for
the MinMax test when inference is carried out at every single horizon from 1 to 12 months
ahead. These graphs also show in red the p-values associated to the Normal test for the
same forecasting horizons. The key issue to note here is that both sequences of p-values are
different, and sometimes fairly different. This is important, because it indicates that the ex-
post selection of the best forecasting model in each family, might not be adequate to compare
two families of models when there is uncertainty about the best performing model within each
family.

Figure 2 presents p-values for Chile. This graph shows that both sequences of p-values
may be extremely different at some forecasting horizons. When forecasting one month ahead,
for instance, the Normal Test would indicate that there is no statistically significant difference
between the two families of models. The MinMax statistic, however, indicates strong rejection
of the null hypothesis of equal predictive ability in favor of the Extended Sarima Family. A
similar situation occurs for Mexico when using the smaller sample period and forecasts are
made 5 to 8 months ahead. At these forecasting horizons we cannot reject the null hypothesis
of equal predictive ability using the Normal Test, and at the same time we would reject this
null hypothesis in favor of the Extended Sarima Family when using the MinMax test statistic.

For the US, Sweden and the longer sample for Mexico we are also able to detect differences
between the two sets of p-values, but they are more subtle. Interestingly, however, these
charts provide another remarkable finding. Differing from the results in White (2000), the
p-values coming from the Normal test need not to be lower than those coming from the
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more comprehensive MinMax test. We can see that this is the case for Chile at every single
horizon, and also the case for the rest of the countries in our sample but at different forecasting
horizons. The cases of Sweden, the US and Mexico also show that we are not supposed to
expect the contrary either, as both curves of p-values cross each other at different points. In
summary, we do not detect any particular pattern of dominance of one set of p-values over
the other.

Figure 2
P-Values for Chile
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Figure 3
P-Values for Mexico
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Figure 4
P-Values for Sweden
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Figure 5

P-Values for the US
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Figure 6
P-Values for Mexico-S
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An in-depth understanding of the differences between the two inference strategies we are
considering here may be achieved by taking a closer look at Figure 7. This graph depicts the
Root Mean Squared Prediction Error (RMSPE) of the twenty three models under consider-
ation when forecasting headline inflation in Chile one-month ahead. The red line shows the
RMSPE of the eleven forecasting models in the benchmark family. The blue line shows the
RMSPE of every single model in the alternative Extended Sarima Family. Remember from
Table 1 and Figure 2 that when forecasting one month ahead, the Normal Test indicates that
there is no statistically significant difference between the two families of models. The MinMax
statistic, however, indicates strong rejection of the null hypothesis of equal predictive ability
in favor of the Extended Sarima Family.

Can we visualize why in this case these two tests provide opposite conclusions? The
answer is yes. It turns out that the best performing models in both families display quite
similar accuracy. They are both in the range of 0.35 to 0.40. (the actual numbers are 0.387
and 0.360) and basically are pretty close from each other. If we take a look at the other
models in both families, however, differences are quite important. The worst performing
model from the benchmark family displays a RMSPE exceeding 0.5 which is much higher
than the RMSPE of 0.360 corresponding to the best performing model in the Extended
Sarima Family. Furthermore, More than 50% of the models in the benchmark family display
RMSPE higher than 0.45. On the contrary, most of the models belonging to the Extended
Sarima Family show RMSPE below 0.40. All this evidence indicates that, with the exceptions
of the best performing models within each family, the two families of models provide quite
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different results, being more accurate the Extended Sarima Family. This is clearly depicted
in Figure 7.

Our interpretation of these results is related to the uncertainty surrounding the identifica-
tion of the best performing model. If by any chance the researcher has total certainty about
the best forecasting models within each family, then she should use this piece of additional
information when conducting inference and the Normal test should be employed. On the other
hand, if the researcher is not sure about which of the models are the best performers within
each family, then she should use the MinMax statistic. By using this statistic the econometri-
cian is implicitly making an acknowledgement of ignorance about the best forecasting model
and therefore she is implicitly given positive probabilities to all the models within each family
to be the best performers ex post.

Figure 7
RMSPE for Both Families of Models
One-Step-Ahead-Forecasts for Headline Inflation in Chile
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5 Conclusion

In this paper we present an extension of the White (2000) reality check approach to develop
a testing framework aimed at comparing the predictive ability of two families of forecast-
ing methods. This is an important contribution because many relevant policy and research
questions involve the direct comparison of several models and not just of two models. This is
because typically when a new forecasting device is presented, there is uncertainty surrounding
some aspects of this new method. Therefore rather than a new model, a new contribution

15



generates a family of models in the neighborhood of a central model. A similar situation
occurs with the benchmarks available in the literature. In the case of inflation the number of
well established and accepted forecasting models is huge. Therefore a more realistic inference
approach would be one in which families of models are compared and not just a couple of com-
peting models. Another example relates to different research questions that directly assess the
forecasting ability of families of models. This is the case when the researcher wants to know
whether linear or nonlinear models predicts better a given economic variable. Similarly, one
may be interested in comparing simple and more complex forecasting combination schemes.
In the same line one may be interested in comparing the predictive ability of theory-based
economic models versus times-series based models. The list of models within each family in
this case is huge.

We illustrate the use of our testing framework comparing two families of inflation fore-
casting methods. The benchmark family consists of a number of simple univariate time-series
linear models that traditionally are used in the literature. The alternative family of models
is an Extended Sarima Family which includes the famous airline model proposed by Box and
Jenkins (1970). This family is an extension of a particular group of SARIMA models, all of
which share a unit root and a moving average component of order twelve.

We compare the p-values of our test with those resulting from comparisons of the ex-post
best performing models in both families. P-values from these two approaches are in general
different and sometimes substantially different. This indicates that when there is uncertainty
regarding the best forecasting method within each forecasting family, comparisons of the ex-
post best performing strategies within each family may be misleading. Furthermore, and
differing from the results in White (2000), the p-values of our new test need not to be higher
than when comparing the best models of both families. This is because we are now allowing
for specification searches in both families of models: the null and the alternative family. In
other words we are accounting for the fact that we could draw a favorable outcome in both
of our families just by luck.

A natural extension for future research would consist in compare our results with those of
a studentized statistic as suggested by Hansen (2005) and to evaluate the robustness of our
test to the presence of irrelevant alternatives.

6 Appendix

6.1 Proof of Proposition 1

The existence of a forecasting method /e\f4 in family A for which
Ha:E[(E) - 1)) <0forall j=1,..,J

is equivalent to the following expression

iE{lQTm}je{l,zc,l.{J} Ucyl (€)]

Proof. Notice that expression

Jige{l,2,...m}E[1@E}) —1@)] <0forall j=1,...J
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is equivalent to

ie{{\gfﬁm}E[l(ei )] <Bi(e;)] for all j =1,...,J

which is also equivalent to

i€{1,2,...,m} jef1,2,...,.J}
Notice that
je{lamgy (&) jello [-Ei(@)]]

Therefore

Min B[] <~ Maz [-Bi(&
ie{1,2,Z.TL,m} [L(e)] < je{l’;’zﬁi}}[ (e])]]

which is equivalent to

Min_ E[i(e]! M —El(&°
weihdim (BUE )]+j€{172c7z”ai£]}[ 1)) <0

which is exactly the same as

ie{l,Q,Z.ﬁm}je{lﬁfliJ} (&) (€5)]
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