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PREDICTING REAL GROWTH AND THE PROBABILITY OF
RECESSION IN THE EURO AREA USING THE YIELD SPREAD

Agustin Duarte, Ioannis A. Venetis and Ivan Paya

ABSTRACT

Although the spread has been established as a leading indicator of economic activity, recent
studies on US and EU countries have documented, theoretically and empirically, that the term
spread-output growth relationship may not be stable over time and it may be subjected to
nonlinearities. Using aggregate data for the Euro area over the period 1970:1 - 2000:4, we
applied linear regression as well as nonlinear models to examine the predictive accuracy of
the term spread-output growth relationship. Our results confirm the ability of the yield curve
as a leading indicator. Moreover, significant nonlinearity with respect to time and past annual
growth is detected outperforming the linear model in out-of-sample forecasts of one-year-
ahead annual growth. Furthermore probit models that use the EMU and US yield spreads are
successful in predicting EMU recessions.

Keywords: Term Spread and Real Growth; Threshold Models; Recession; Forecasting
Accuracy


admin

admin

admin
2


1 Introduction

During the last two decades, the literature has accumulated an important volume
of studies on the information content of the yield curve, the difference between
a long term interest rate and a short-term interest rate, as an indicator to assess
economic conditions and to predict real economic activity?. Intuitively, a positive
sloped yield curveis associated with an increase in economic activity, in the rate of
inflation and of short-term interest rates. On the contrary, a negative sloped yield
curve is associated with a future decrease in the values of these variables®. The
information content of the yield curve has been the object of countless theoretical
and empirical work. The bulk of the studies have concentrated on the US economy
(see e.g. Modigliani and Sutch, 1966; Turnovsky, 1989; Stock and Watson, 1989;
Edtrella and Hardouvelis, 1991) while others have also investigated some mgjor
European countries (see e.g. Plosser and Rouwenhurst, 1994; Bernard and Ger-
lach, 1996; Davis and Fagan, 1997, Estrellaand Mishkin, 1997, and Berk and Van
Bergeijk, 2000).

Although a number of empirical studies have documented the relevance of the
yield curve to predict recessions and future output growth, more recently, the sta
bility and predictive power of these rel ationships have been questioned both on the-
oretical and empirical grounds®. As some empirical studies have recently pointed
out, the yield curve has been losing predicting power since the late 1980s. A clas-
sical example of this fact isits failure to predict the 1990-91 recession in the US°.
Other empirical evidence, however, indicates that the prediction with models that
use binary indicators of recession or expansions are more successful and stable
than continuous ones (Estrella, Rodriguez and Schich, 2000).

From atheoretical point of view, Estrella(1998), and Hamilton and Kim (2002)
have studied the above mentioned arguments. Following the model of Fuhrer and
Moore (1995), Estrella develops a dynamic rational expectation model to explore
the specific circumstances under which the yield curve has predictive power over
some macroeconomic variables such as real output and inflation and demonstrates
how the relationship between spread and real economic activity depends, in part,
on the preferences of the policymaker between inflation and output deviationsfrom
target. In particular, when the authorities give higher weight to inflation the rela

>The terms “yield curve”, “term structure of interest rates’, or “term spread” will be used inter-
changeably.

3Formally, these results follow from the combination of the Fischer equation on the one hand
and the expectation theory of the yield curve on the other hand (Modigliani and Sutch, 1966), or
alternatively from the standard IS-LM model for a small open economy (Blanchard and Fischer,
1989, p. 536).

“In aEuropean context, Davis and Fagan (1997) study the usefulness of different financial spreads
asindicators of future output growth. Theyidd curve provided the best within-sample results. How-
ever, only three countries (Belgium, Denmark and UK) satisfied the conditions of significance, sta-
bility and improved out-of-sample forecasts.

5See Haubrich and Dombrosky, 1996; Dotsey, 1998; Friedman and Kuttner, 1998; Stock and
Watson, 2001.



tionship between the spread and future real activity is weskened. Thisis because
the impact of any future changes in expected inflation on future real activity is
smaller. Following this theoretical argument, we expect to find in empirical work
that the spread has a stronger relationship with future output when the monetary
authorities are relatively more concerned with output than with inflation.

A notablefeature of most empirical worksisthat the term spread-output growth
relation has been modelled using a linear framework and little attention has been
given to the possibility of asymmetric effects and time varying parameters. Indeed,
as some recent studies have shown, based on data for the US and Canada, the term
spread-output rel ation might not be linear and its predictive content might also have
asymmetric effects, as measured in terms of athreshold on the conditional expecta-
tion of output growth (Galbraith and Tkacz, 2000)®. In line with these arguments,
Venetis et a. (2003) study the predictive power and stability of the spread-output
relationship with data from the US, UK and Canada using non-linear autoregres-
sion models that can accommodate regime switching type non-linear behavior and
situations of time varying parameters. A significant result of this work is that the
spread-output growth relationship is stronger when past values of the term spread
do not exceed a positive value of the threshold.

Cross country empirical evidence, including awide sample of European coun-
tries, have aso confirmed the usefulness of the yield curve to predict the proba
bility of a recession and of future real economic activity (Bernard and Gerlach,
1996; Estrellaand Mishkin, 1997; and Sensier et ., 2002). Those works have also
demondtrated that the term spread-output growth relationship is stronger in coun-
tries where monetary policy is independent than in those countries that peg their
currenciesto abigger commercia partner. Thisresult is of particular relevance for
the countries participating in the Euro area. Asit is known, after the “ Single Euro-
pean Act” agreement, signed in February 1986, most EU countries have achieved a
high degree of nominal and real convergence under a quasi-fix exchange rate sys-
tem. Under these circumstances, it should be admitted that the information content
of the yield curve for individual countries could be very useful for both private
investors and the European Central Bank’. However, it should also be emphasized
that although this valuable information is necessary, it is by no means sufficient for
the aggregate Euro area. To the extent that in some of the EU countries the yield
curve might have little influence on output, it isimportant to know the information
content of theyield curve using aggregate data.

The purpose of this paper is to provide new evidence on the information con-
tent of the yield curve in the Euro area. In particular, our aim is twofold. First
to explore the stability as well as the predictive power of the term spread-output
relationship. Contrary to previous studies, this paper builds on recent non-linear

8In the case of Canada, Tkacz (2001) uses neura network models and shows that non-linear
models have smaller prediction errors than linear models.

"Recall that the yield curve has been included as part of the second “pillar” in the ECB Monetary
Policy Strategy along with a number of alternative indicators (See: ECB, Monthly Report. January
1999, p.49).



econometric techniques and uses quarterly aggregate data over the period 1970:1
- 2000:4. Through the introduction of a threshold variable, we can capture poten-
tia non-linearities in the relationship within a tractable and intuitively appealing
parametric model. Second, to examine the ability of the yield curve to predict the
probability of afuture recession. Recent analysis, in amulti-eguation context ques-
tioning the issues of structural breaks, nonlinearity and the predictive ability of the
spread has been undertaken by Galvao (2003) and Anderson and Vahid (2000).
Multi-equation models provide a generalization for the single equation procedures
we employ.

The rest of this paper is organized as follows. Section two focuses on the
strength of the relationship between the yield curve and real economic activity.
This section introduces the econometric methodology as regards stability tests and
threshold models. The ideaisto allow for nonlinearities in the conditional expec-
tation function without over-parameterization. Then, empirical results and predic-
tion from alternative specifications (linear and non-linear) are presented. In section
three we apply probit modelsin order to predict the likelihood of afuture recession
and we discuss the magjor results. Section four concludes.

2 Theyield curveand futurereal activity intheEuro area.

2.1 Thelinear modd

We use aggregate quarterly data for the Euro area over the period 1970:1-2000:48.
In particular, real GDP, 10-year government bond yield and the 3-month interest
rate on deposits. The annual real GDP growth and the spread series are plotted in
Figures1(a) and 1(b). We start by specifying linear leading indicator modelsfor the
annualized real GDP growth over the next k quarters, Ayf = 100 x £ X (y¢1x —yt)
where v is the logarithm of the Euroland real GDP series and we set the horizon
k=1,2,3,4,5,6,8,12. The particular dating of the spread variable, s, reflects
its use as aleading indicator. Asin many previous studies the basic model has the
general form:

Ayf =ag+ a1851 + Ut 1)

where u; represents a random disturbance term with mean zero and variance o?.
The spread dope parameter represents an a; % increase on the average k— quarters
ahead growth to an 1% (100 basis points) increase in the spread. The specification
of (1) was based on the Schwarz information criterion. We employed a number of
lags! =1, ..., 8 and combinations of lagged spread val ues as explanatory variables.
Moreover, lagged real growth was also introduced into (1) but multivariate right
hand side specifications did not improve upon (1). Table 1 reports the results of

8For a detail ed description on data construction and data sources see Appendix 1.



fitting equation (1) for the Euro-land aggregated data set along with some structural
break tests (last 4 rows) that will be explained in detail in the next subsection.

In parentheses, we report Newey and West (1987) corrected standard errors
that take into account the moving average created by the overlapping of forecast-
ing horizons as well as conditional heteroskedasticity. The second row reports the
value of [ that minimized the Schwarz criterion while the second row reports slope
parameter estimates a;. At al horizons the estimates @, are positively signed and
highly significant. Our results can be easily compared with the ones found for in-
dividual European countries and the USin Estrella and Mishkin (1997) for similar
time periods. The a; coefficients in Table 1 are dightly higher than the ones re-
ported in Estrellaand Mishkin for France, Germany and Italy. However, compared
with the slope parameter of the US, the Euro-land coefficient is slightly lower. In
terms of the adjusted R? our results show much higher explanatory power for short
horizons than the one found for individual countries. However, the highest R?
values prevail at similar horizons, that is between three and six quarters ahead®.

2.2 Nonlinear models

In this section we expl ore the stability of thelinear model aswell astwo aternative
nonlinear specifications with regard to the yield spread-output growth relationship
in the EMU area. The single equation nonlinear models are, on the one hand,
the nonlinear change point model and, on the other hand, the nonlinear threshold
model.

2.2.1 Thenonlinear change point mode

Given theoretical considerations on the stability of (1), in this subsection we as-
sume that the conditional distribution of Ay¥ takes the form of the following non-
linear regression (structura change point, SC) model:

AyF = axy + bz { t > [T7]} + we 2

where 2, = (1,s;;), a = (ag,a1), b = (bo,by). 1{.} denotes the indicator
function and [a] denotes the greatest integer value smaller than a. The proportion,
m, of observations before the break-point is supposed to be congtant. Parameter
7w € (0,1) indexes the relative timing of the structural shift and b indexes the
magnitude of the shift. We are interested in testing the hypothesis

Hy : b=0 3
Hy : b#0 (4)

9The US spread was a so included in the regression of thislinear model along with the Euro-land
spread. However, the US spread appeared to be non-significant at all horizons with no improve-
ment in the R? of the regressions or in the standard error. The results are not reported for space
considerations but are available from the authors upon request.
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This is performed using two parameter stability tests, namely, the supremum La-
grange multiplier (sup LM) satistic of Andrews (1993) and the LM dtatitic of
Andrews and Fair (1988). The sup LM datistic tests parameter constancy against
the dternative of a single unknown breakpoint. Notice that, by construction, the
statistic is able to “suggest” where the structural break occurst.

The LM statistic assumes that the potential break point isknown apriori and it
extends classical structural change testing to awide variety of models. In addition
it allows for general forms of temporal dependence and heteroscedasticity in the
errors. In our application, the sup LM datistic takes the form,

1 ! !
sup LM (7) = sup <7g1M VlMgl>
wcll well 7T<1 - 7T)

where I1 is some pre-specified subset'? of (0, 1). g; represents orthogonality con-

ditions computed over the first subsample which, in the case of OLS, are g; =
[T7]

(1/T) > xpuy for z, a(r x 1) vector of explanatory variables, » > 1. Moreover,
t=1

inthe OLS case, matrix M'V ' M simplifiesto S,,! an estimate of the inverse of
the asymptotic variance matrix of z;u,,

T +oo ;
S= lim (1/T)> > FEluu jomw, ;)
T—+oo t=1j=—o0

Given that equation (1) has moving average errors of order & — 1 for & > 1 the
A kal q y kal o~ .
Newey-West (1987) estimate S = Lo 7 + J;(l — ﬁ)(rﬂ +1',p) of Sis

employed where f“j,T denotes the sample estimate of the jth autocovariance matrix
of zsus. The truncation lag q is set equal to the optimal value of [4(7/100)%/°]
which produced ¢ = 4 for ¢ < k. Due to the presence of moving average errors
though, we set ¢ = k& when k£ > 4. Critical values for the sup LM statistic are
provided by Andrews (1993).

Preliminary results showed that the sup L M datistic had difficultiesin surpass-
ing even the 10% significance level. The sup LM gdatistic rejected the presence of
adtructural break at all forecasting horizons except for &£ = 1,3 and 4 whereit ex-
hibited marginal significance at the 10% level. A different picture emerged when
we examined the LM statistic with break points specified by the date at which
the sup LM statigtic was produced. The null hypothess of parameter constancy
was rejected for horizonsup to k£ = 6 at least at the 10% significance level. That

0ur choice of the Andrews (1993) dtatistic over the Bai (1999) multiple change points statis-
tic was based on the relatively small available sample size of 120 observations and on parsimony
reasons. Our aim is to question the stability of the EMU spread-output relationship rather than to
pinpoint the exact number of breaks.

MWe set I1 = (o, 1 — 7o) with o = 0.20 so that 20% of the observations from the beginning
and end of sample are discarded.



means, as the growth horizon & increases stability of the linear equation (1) cannot
be rejected. However, the significance of the spread as a regressor isreducing as &
increases and we suspected that the difficulty to identify structural breaks is based
on the constancy (or small variation) of the intercept term and not on the slope
parameter.

For this reason we calculated the aforementioned statistics under the alterna-
tive of partial parameter instability, Hy : by = 0 vs Hj : by # 0. Numerical results
for these sup LM and LM tests are presented in the last four rows of Table 1.
The sup LM statistic strongly rejects the null hypothesis of stability of the slope
parameter at the 5% level for horizons & = 1 to & = 6. The statistic attains a max-
imum at the first quarters of 1992 across all k2. The same conclusion regarding
the gtability of the slope parameter is reached when we examine the LM statistic.
The null hypothesis of parameter constancy is rejected for horizonsupto & = 6 at
least at the 10% significance level. Overall, there is significant evidence of struc-
tural instability in the linear relation (1) that is particularly related to the behavior
of the spread coefficient. In the following section we will consider a more general
threshold model where not only time but other variables as well are regarded as
possible threshold variables.

2.2.2 Thenonlinear threshold model

Inthis section we consider athreshold model which can beviewed asthe aternative
hypothesis to the linear relationship (1) and it can be specified as,

Ayy = (ap +ars;1) Hz g < c}
+ (bo 4+ b1si—1) 1{ z—q > c} +ue 5

Theideaof approximating agenera nonlinear autoregressive structure by athresh-
old with asmall number of regimes was originated by Tong (1983). The integer d
is caled the delay lag and typicaly it is unknown so it must be estimated. Aswe
will shortly explain, the least-squares principle allows d to be estimated a ong with
the other parameters. Parameter ¢ isthe “threshold” that distinguishes two regimes
1) transition variable z;_ 4 isbelow ¢ (lower regime) ii) transition variable z;_4 is
above ¢ (upper regime). Then, parameter vectors e = (ag,a1) and b = (bg, by)’
determine the total production growth response to changes in the spread at time
t—1.

If the threshold value, ¢, were known, then to test for threshold behavior al
one needsisto test the hypothesis Hy : o = b. Unfortunately, the threshold value
is typically unknown and, under the null hypothesis, parameter ¢ is not identified

2The test gtatistics appeared to be sensitive in the choice of ¢ when calculating the asymptotic
covariance matrix of x,u.. The estimated autocorrelation function of z,u, showed there was no
significant remaining autocorrelation at lags greater than the chosen q.



since nothing can be learned about ¢ from the data when the null hypothesis is
true. The second difficult statistical issue associated with threshold models is the
sampling distribution of the threshold estimate. Our model specification and infer-
ence will closely follow Hansen (1997) who a) provides a bootstrap procedure to
test Hy, b) devel ops an approximation to the sampling distribution of the threshold
estimator free of nuisance parameters and c) develops a statistical technique that
alows confidence interval construction for ¢. Unfortunately, Hansen's procedures
do not apply to models exhibiting correlation'?, a feature which is aways present
inour casein the form of moving average errors. To the best of our knowledge the
complication of serial correlation has not been addressed in the literature so we cal-
culatethe margina significancelevel of the threshold test statistic by aMonte Carlo
method that is described in Appendix 2 below. Peel and Taylor (2002) adopted a
similar strategy in athreshold model under the null of random walk.

2.3 Econometric results.

By applying our proposed procedure, we proceed to the specification of model
(5). We restrict the delay lag in the set [0, 1,2, ..., 12] whereas the set of candi-

i
date threshold variables included {St7 Wity Ayt7 A4yt7 t} with Wit = H‘Ll Z St—j
7=0

and : = 1,2, 3. Endogenous asymmetries in the spread - output relationship are
captured by {s;,w; ¢, Ay, Agy,} in the sense that certain past spread or growth
levels divide the world into two different regimes where the economic significance
of spread as an indicator of future growth varies. Following Galbraith and Tkacz
(2000) we employed variable w; ; in an effort to utilize information based on the
course of s, along a past time interval rather than on the value it admitted on a
specific point in time. The same intuition applies with the inclusion of Ayy,. Ex-
ogenous asymmetriesin the spread - output relationship are investigated using time
t as apossible threshold variable. Delay lag in this case is aways set equal to zero
and model (5) is interpreted as a change point model 4. Table 2 presents estimates
of the delay lag that minimizes the resdual sum of squares while Table 3 presents
the F' gatistic for the null hypothesis of no threshold behavior.

Our results suggest: a) there is evidence of significant nonlinearity (structura
break) with respect to time that seems to disappear when the forecasting horizon
exceeds 6 quarters or 1% years ahead in accordance with the sup LM and LM
tests of the previous section, b) thereis evidence of asymmetry with respect to past
growth levels, in particular with respect to annual growth at lags of 9 quarters or

e thank an anonymous referee for pointing out this fact.

The search interval for transition variable z:_4 was set to be C' = [c,¢] = [min{z:—a} +
0.1, max{z:_q} —0.1] whereasfor thecase z; = t weset C = [c,¢] = [min{z} + 10, max{z:} —
10]. Noticethat in order to “gain” observations, we arbitrary add or subtract 0.1 (or 10) to construct
the boundaries ¢, ¢ and then we divide C' into 100 discrete points. By following the af orementioned
strategy, we did not experience difficultiesin the sol ution of problem (13) (see Appendix 2). An alter-
native approach would be to discard a selected percentage (usualy 10% or 15%) of the observations
in both ends of z;_q.



around 2 years in the past, abeit of lower significance than with respect to time*®
¢) there is no evidence of asymmetries with respect to past spread levels at five
percent level. The robustness of this result was further checked by splitting the
sample at the suggested break dates and testing for asymmetries with respect to the
spread before and after the sample split. We were till unable to find significant
nonlinearities.

Consequently, we set z; = ¢ (time threshold or change point model) and
ze g = Auyr g (growth threshold model) and we proceed with parameter esti-
mation in model (5). The results are tabulated in Tables 4 and 5 respectively. Both
tables suggest improved fit of the nonlinear model judging by the reduction in the
equations’ standard error s.e. For horizon & = 6 the nonlinear models achieve a
reduction up to 20% (the linear and nonlinear models standard error ratio is close
t0 0.80).

Regarding Table 4, the estimated breakpoints coincide for horizons £ > 2 and
they arelocated at theend of 1992. The dynamicsimplied by our estimates suggest
that the spread has significant positive effects on real activity only before the end of
1992 (around 70% of our samplesize). The slope coefficient magnitude variesfrom
aminimum of 1.15 at the &k = 6 quarter horizon to amaximum of 1.87 at & = 1.
After 1992, the significance of the multiplier decreasesto zero both in statistic and
economic terms. This finding is consistent with a recent theoretical explanation
regarding thereal activity - spread relationship put forward by Estrella (1998). The
relationship is weak or nonexistent when the central bank targets inflation only.
Such target practices have been adopted in EU countries mostly during the 1990's.

Regarding Table 5, our results point to asymmetry around relatively large lev-
els of past annua growth. The threshold estimates are and ¢ = 3.38 for & =
2,3,4,5,6 (63 0bsof Ayy, ¢ arebelow that threshold and 55 above). Even if other
thresholds regarding past levels of growth exist, the positive bound around 3.38%
of annual growth two years ago signifies the most important threshold in terms of
reducing the residual sum of squares of the forecasting equation. Abovethat levels
of growth, spread enters significantly in the equation with minimum slope param-
eter estimate b; = 0.97 at k = 6 and maximum slope estimate b; = 1.74 at k = 2.
Usually, a growth rate above 3.38% implies a business cycle peak (see Figure 13).
Over two years after abusiness peak (k=9), the economy isusually at alow growth
pace and monetary authorities could be more concerned with output growth rather
than inflation. In such situations the spread has the ability to predict future output
growth. This result is consistent with Estrella (1998) argument explained above.
The estimated threshold of 3.38% p.a. seems to designate, on average, the point
that, when crossed, the Central Bank’s attention focuses to output movements.

BFor & = 1 - with s, or w; ; being the threshold variables - our results do not differ significantly
from those of Galbraith and Tkacz (2000). However, Galbraith and Tkacz did not consider time or
output growth as candidate threshold variables.

®Notice that the results tabulated in tables 4 and 5 regarding multiplier estimates é,, b; are not
in contradiction. As afurther aid to interpretation of these results, figure 2 depicts an informative
scatter diagram of annual growth 4 quarters into the future Ay against the spread (s:_1) for the
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2.4 Comparing forecasting accuracy

In this section we conduct aforecasting experiment. Our purpose isto compare the
out-of-sampl e forecasts of the two aternative models (1) and (5). Several studies
have compared the forecasting ability of linear versus nonlinear TAR models (see
e.g. Aydemir, 1998; and Boero and Marrocu, 2001). In most of the cases, the
nonlinear model s do not outperform the linear ones. It isinteresting to see whether
such conclusions can also be drawn for the spread - output relationship. We retain
m = 64 observations for out-of-sample forecasting. In particular we will calcu-
late one step ahead forecasts for the period 1986.01 onwards. In order to reduce
parameter uncertainty and adopt a policy making view, both linear and nonlinear
models were re-estimated for each observation added to the sample after the date
1986.01 and the forecasts are based on the “updated” parameter estimates. Thus,
for each quarter after 1985:4, we add one observation to the sample, a searching
algorithm is applied across candidate threshold values and when the residua sum
of sguares has been minimized, the corresponding threshold model is estimated
and one period ahead forecasts are produced.

The forecast evaluation is based on two well known different criteria, namely,
the mean square prediction error (MSPE) and the mean absolute prediction error
(MAPE). Although these criteria can provide a first indication on whether a cer-
tain model performs better on average (in terms of minimizing the respective loss
function), they cannot provide statistically significant results on the difference of
competing forecasts. In order to test the null hypothesis of equal forecasting accu-
racy wewill employ two different tests devel oped by Diebold and Mariano (1995).
Consider the sample path {d; }" of alossdifferential series, that is, d; isafunction
of the difference of forecast errors (loss) produced by two different models. For
our application we chose the quadratic function,

dj = Fros jiToti—1.NL — YTo43)” — UTotsiToti— 1,1 — YTots) (6)
athough the absolute difference function did not qualitatively ater our results.
Subscript indices NV . and L denote nonlinear and linear forecasts respectively.

Following Diebold and Mariano (1995), the large sample studentized version
of an exact finite sample test, “the sign test” is given by,

2 m
T J; (1{d; > 0} — 0.5) ~ N(0,1) @)
The test compares the relative magnitudes of the prediction errors of the two mod-
elsbut aserially correlated loss differential is not allowed under the test's assump-
tions. Non-rejection of the null hypothesis would imply a zero-median loss differ-
ential or elseif en (U 1 jmo 451,50 —Y1o+5)? A eL; = @y jimors 1,80~
yTO+j)2 we haveP(eNL,j > eL,j) = P(eNL,j < eL,j).

S

estimation sample period ¢t < 199204, Asy:—o > 3.38. It isworth noticing that figure 2 shows a
strong visual positive rel ationship between spread and output growth.

11



Diebold and Mariano (1995) propose the use of an asymptotic statistic which
tests whether the average loss differential is significantly different from zero and
alowsfor serialy correlated loss differentials. Specifically they show that,

d
Vw/m

where & is an estimate of the long run covariance matrix of d;17. The forecasting
period is 1986:1 - 2000:4 and given the threshold variables, the initial sample pe-
riod employed to commence the one step ahead forecasting experiment was 1970:1
- 1985:4 for the linear and time threshold models and 1973:3 - 1985:4 for the
growth threshold model. Table 6 reports out-of -sample forecast evaluation results.
As indicated by the MSPE and MAPE criteria, the loss function chosen does not
impact on the forecast evaluation. Based on those criteria both nonlinear models
perform better than the standard linear one in all growth horizons and the struc-
tural change model seemsto perform better at short to mid - term growth forecast
horizons. Thisis overturned by the threshold model for £ = 5, 6. Following the S
and DM forecast equality statistics, the latter model performs better than the struc-
tural change model since we can reject the null hypothesisfor forecast equality for
horizons k = 1,2, 3, 5, 6 whereas the SC model rejectsonly at k& = 2, 3.

Mogt of this success is due to the “overshooting” during the post-1992 period
of the linear model forecasts. The linear model still assumes large spread multi-
pliers athough the significance of the spread according to both time and growth
threshold models has been dramatically reduced. As afurther visua aid, Figures
3 and 4 depict actual, nonlinear and linear forecast values for the time and growth
threshold models respectively at & = 4. We observe that the time threshold model
in the post-1992 period simply updates the mean and ignores deviations in actua
growth movement. On the other hand, the growth threshold model also spendsthe
majority of the forecasting time interval updating the mean but there were circum-
stanceswhen the upper regime parameterswere activated dueto past annual growth
exceeding the estimated threshold of 3.38%. Overall, the nonlinear models outper-
formthelinear onein terms of point forecasting accuracy. Next section examinesa
different question. The predictive ability of the yield spread over recession periods
instead of point estimates.

DM =

—q N(0,1) 8)

\When forecasts are constructed from ARMA(p,q) models then the infinite moving average rep-
resentation produces h-step ahead prediction errors that are serially correlated up to order h-1. As
aresult & = 44(d), (the variance of d;), when the DM test is applied to 1-step ahead forecasts.
Nevertheless, our model is nonlinear and athough » = 1 we found that d; was persistent with
significant correlations up to a certain order (in amost all cases up to %,). For example, compar-
ing the linear and threshold models when k& = 4 (and the threshold is Asy:—o), ¥, (d) = 0.764,
F,(d) = 0.447 and 44(d) = 0.221 (fourth order correlaion was 4, (d) = 0.10). For that rea-
son, we set @ equal to the long run covariance matrix of d; and the Newey-West (1987) estimate is
adopted with © yw = o(d) + 2 ij (1 = 5% )9, (d). We chose the truncation lag ¢ according to

v=1

the correlation structure of d;.
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3 Theprobability of recessions

Edrella and Hardouvelis (1991), and Estrella and Mishkin (1997, 1998), applied
probit models to show the usefulness of the yield curve as an indicator of future
recession. The conclusion they arrived at was that the yield curve dominates other
leading indicators and a number of macroeconomic time series. Camacho and
Perez-Quiros (2002) found that a combination of switching regime and nonpara-
metric models outperform a number of alternatives, including the probit model,
when predicting both the NBER business cycle and GDP growth for the US econ-
omy8,

In the European context, Bernard and Gerlach (1996), applying the probit
methodol ogy to eight industrialized countries!®, conclude that the yield curve pro-
vides information about the likelihood of a future recession in al eight countries.
Obvioudy, there are notable differences between countries, perhaps due to differ-
ences in financial markets regulations. More recently, Sensier et al. (2002) have
documented that financial and real variables predict recessions in major European
countries using logit models. Moreover, they show the influence of international
events to predict European business cycle regimes. In particular, the US leading
indicator index and short rate interest rates. In this section we shall concentrate on
detail s concerning the specification of aprobit model using the Euro area aggregate
data and subsequently on the empirical results.

3.1 Probit specification

We adopt the following specification to predict a binary variable X, that takes a
unit value when there is a recession and zero otherwise:

Pr(X; = 1]z,_4] = F(8 2_) )

where Pr denotes probability, X; = 1, is an indicator variable of recessions, and
I isthe cumulative normal distribution function that takes real values and returns
values ranging from zero to one. This specification belongs to a standard probit
model, which is non-linear and relates the indicator variable X; to a vector of
exogenous variables z; in our case, aconstant and the EMU yield curve. Sensier et
al. (2002) have suggested that the US yield spread also has predictive ability over
European business cycle turning points. To check this suggestion on aggregated
data for the EMU we will also include the US spread in the exogenous vector z;.
The log-likelihood function of this model is:

18An aternative way of extracting information on predictive probabilities in amulti-equation con-
text is proposed by Anderson and Vahid (2000). However, we do not gpply this methodology due to
the fact that our nonlinear models are not autoregressive.

These countries are Belgium, Canada, France, Germany, Japan, Netherlands, UK and US.
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L=%" {Xt In F(5 z_1) + (1 — X¢) In(1 — F(ﬁ’zt,k)}

t=1

where the integer k& measures the time lag. and the fitted values (3 z,_;) can
be interpreted as the probability that a recession will occur, conditiona on the
observed value of the spread.

Dating recessions. Given that NBER type of turning points identifying classi-
cal business cyclesisnot availablefor our series we rely on ameasure of recession
reflecting growth cycles and cal cul ated according to thefollowing smplerule (Fair,
1993): quarter ¢ isin recession when it has negative growth and there are at least
two consecutive quarters of negative growth in the window fromzto¢+4. Therule
produced the following recession dates: 1974:4 - 1975:1, 1980:4 - 1981:1, 1982:3
- 1982:4 and 1992:3 - 1993:2%0.

The main shortcoming of model (9), as mentioned by Dueker (1997), isthe fact
that the traditional probit estimation can be mis-specified if there is information
content in the autocorrelation structure of the binary time series. It isimplausible
to assume that reference to whether the economy has actually been in recession in
recent periods is non-important. Therefore, we expand (9) and we a so estimate

Pr[X; = Hzéfkvthk] = F(ﬁ/ztfk + X ) (10)

which is able to test for information content in the autoregressive structure of the
binary time series at the moment when the indicator gave a signal. The choice
of & is based on the modified McFadden's pseudo 722, (P R?) that measures the
explanatory power of the model?l. The best estimates were obtained with three
lags on the EMU spread, twelve on the US spread and four lags on the lagged
dependent variable.

3.2 Empirical results

Table 7 shows the estimation output for equations 9 and 10. Overall the edtima
tion output, as is shown in Table 7, suggests the ability of the Euro area and US
yield curvesto predict recessonsin EMU three quarters ahead. The coefficients of
lagged spread are negative as expected and statistically significant. A negative sign
of the spread estimated coefficients means that an increase in the term spread re-
duces the probahility of afuture recession whereas the sign of 4 negatively relates
the future probability of a recession to the state of the economy one year ago. If

DAlternative definitions of recessions in the Euro area with similar results can be found in Ross
and Ubide (2001) and Krolzig and Toro (2001). For an application of probit models usng these
aternative recession dates see Moneta (2003).

ZFor example, in the case of modd (10), 1728 (=12 x 12 x 12) different specifications were
estimated varying & from 1 to 12 for each variable of the mode.
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the economy was in recession a year ago is more likely that in future quarters the
economy will not be in recession®.

Figures 5-7 illudtrate the estimation results shown in Table 7. Figure 5 plots
the actual term spread against the recess on dates represented by the shaded aress.
The figure shows the role of the spread as leading indicator for recessions as the
spread becomes negative before all shaded areas. Figures 6 and 7 plot the fitted
values from estimation of models (9) and (10); in other words, this is the within
sample prediction of a future recession. The cross hatched areas denote periods
of actual recessions as defined above. As the figures illustrate, all pesks in the
estimated probability were associated with a recesson. The models predict three
quarters ahead major recessions during the sample period. In particular, model
(9) predicts the recessions in 1974:4-1975:1, 1980:4-1981:1 and 1982:3 - 1982:4
with a probability of more than 50%. The model predicts with more that 80% the
collapse of the European Monetary System (EMS) and subsequently the recession
of 1992. Model (10) produces higher probability estimates - around 70% - in all
recession dates and improves the pseudo 222

We a so examine the “ out-of-sample” prediction of future recessions and check
whether the recession of 1992, when the EMS was disintegrated, could be pre-
dicted. This experiment focuses on the merits of such smple binary models as
recession predictors. This information is illustrated in Figures 8-9. Thus, while
Figures 6 and 7 plot the fitted values from probit estimation for the period 1970-
2000, Figures 8 and 9 plot the fitted values of each model based on one-step re-
cursive estimation from 1991:1 up to 2000:4. Model (9) produces a probability
of recession of 51.52% at the third quarter of 1992 which is identified as the first
quarter of the last recession period. Probability increases gradually up to 88.96%
in 1993:2 which is actually the last quarter of that recession period. The probabil-
ity of recesson remains above 50% throughout 1993 and then sharply decreases
to zero. On the other hand, model (10) forecasts the probability of recession in
the third quarter of 1992 to be 57.27%, reaches its maximum of 91.22% at the last
quarter of the recession period and then drops immediately to zero.

4 Conclusions

Our general conclusion isthat the term spread of the Euroland is a useful indicator
of future output growth and of future recessionsin the Euro area. Linear indicator
and non-linear threshold indicator models predict reasonably well output growth
four quarters ahead which has been taken as the “stylized” real growth horizon.
However, the linear model shows signs of instability over the sample period cov-
ered by our dataset, 1970:1 - 2000:4. On the grounds of these results we have
estimated two alternative nonlinear models The first one is a nonlinear change
point model where we find a significant structural break in 1992. The second one
is athreshold model which includes asymmetric effects in terms of lagged annual

Z\\e shall recall that within our sample period recessions do not last longer than four quarters.
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growth rate and find that at times of slow growth, once the economic ‘boom’ has
died out, the yield spread is a more effective leading indicator. With regard to re-
cursive out-of-sampl e point forecasts, the nonlinear models produce more accurate
values of future output growth in the Euro area, either in terms of MSPE's and
MAPE’s forecast evaluation criteria or Diebold and Mariano (1995) tests.

We have also confirmed the power of the Euroland and US yield curves in
predicting recessions in Europe. This result is supported by both in-sample and
“out-of-sample” probit predictions. In both cases, the model predicts at least three
quarters ahead major recessions in the Euro areaiin the last thirty years.
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Appendix 1

The creation of the EMU has also created the necessity to obtain aggregate
statistics for this economic area. Up to now, asfar as we know, official bodies have
not published a homogeneous database with appropriate frequencies and covering
aperiod long enough to carry out statistical and econometric studies. However, the
European Office of Statistics, Eurostat, and the European Central Bank, have just
published official datafor the EMU starting from the mid 1990's and |ate1998, re-
spectively. For thisreason, in the present work we have decided to use the database
that was kindly facilitated by the Research Department of the Banco Bilbao Viz-
caya Argentaria (BBVA)?. This database includes the initial eleven countries:
Austria, Belgium, France, Germany, Holland, Italy, Ireland, Luxemburg, Portugal,
Finland, and Spain. Also, there are two major reasons for using this database. One
isthat it is based on OECD, Main Economic Indicators and Eurostat. The second
reason is the methodological advantage of a more flexible method of aggregation.

Thismethod isflexible because its wei ghts take into account the specific nature
of the variable under study, that iswhether it isreal, nominal or an index number?*,
In our particular case, we use quarterly data over the period 1970:1 - 2000:4 for
real GDP seasonally adjusted, 10 years government bond yield, and the 3-month
interest rate on deposits. Real GDP has been aggregated converting each country
specific GDPinto acommon currency?®. Theweights used are PPP based for 1990.
Also, to preserve the dynamics of the origina series and avoid data contamination
as a result of exchange rate variability a fixed conversion from the year 1990, as
a base year, has been chosen. In the case of interest rates, the weights are smply
each country GDP over total GDP.

ZFurther details on database can be found in Ballabriga and Castillo (2003).

23For adetailed explanation on the advantages of PPP based GDP measures see Gulde and Shul ze-
Ghattas (1992).

BAlternative weighting schemes can be found in Fagan and Henry (1998).
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Appendix 2

We can write the threshold model (5) compactly as,

AyF = z,(c) 0 + (11)

where z(c) = (z,1{z ¢ < ¢} 2,1{z q > ¢}) withz; = (1, 5, ;) and 0 =
(o, b')". For agiven vaue of ¢ theleast squares (LS) estimate of 6 is

-1

o) = (Laeae@)) (L edo)ay;) 12

~ T
with LSresiduas £(c); and LS residua variance 02.(c) = (1/T) _ 4%(c):. Then
t=1
the LS estimate of ¢ isthe value,

L . 9
¢ = argmin op(c) (13)

where C'isaninterval (usually trimmed) that covers the sample range of the tran-
sition variable. The specification and testing of (5) proceedsin three steps.

Step 1: Problem (13) is solved by adirect search over C' and the LS estimate
of 0 is denoted, & = 0(¢). The LS principle alows us to estimate the, typically,
unknown value of d by extending problem (13) to a search acrossthe discrete space
[1,d].

Step 2: For the choice of d that minimizes the residual variance, the hypothe-
Sis Hy : a = b istested asfollows: Let {r,}7_; be an i.i.d sequence of N(0,1)
draws. Let V' denote the Toeplitz covariance matrix of <, under Hy. Using the
Choleski decomposition of V' = RR create e; = Rp, that has the same co-
variance structure as ;. Regress ¢, on x, to obtain the residua variance #2. and

on z4(c) to obtain #2(c) and compute F(c) = T <&2T&}&(2§)(C)>. Then compute
T

F = sup.. F(c). Repeat the procedure n times (we set n = 1000) and the

asymptotic p-value of the test is given by the percentage of samples for which £

exceedstheobserved I (isbased on calcul ationsusing the observed data sample).

The method will not provide confidence intervals for ¢.
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Figure 7. Fitted values of model (10)
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Figure 8. One-step forecasts of the probability of recession using model (9).
Forecasting period: 1991:1 2000:4
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Figure 9. One-step forecasts of the probability of recession using model (10).
Forecasting period: 1991:1 2000:4
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Table 1. OLS egtimates of Ay¥ = ag 4 ays; | + .

k 1 2 3 1 5 6 8 12

l 2 1 1 1 1 1 1 1

ar 0875 0863 0806 0.732 0671 0600 0448 0.325
(0.268) (0.257) (0.244) (0.227) (0.206) (0.183) (0.146) (0.096)

R? 0156 0243 0282 0278 0271 0249 0187 0154

se 2297 1718 1458 1324 1241 1178 1054 0.882

supLM | 9.941* 9.412* 10.150* 10.457* 9.448* 8.844* 7.506 5.189
Date 1992:3 1992:2 1992:2 1992:2 1992:2 1992:2 1992:1 1992:2
LM 8536 6.831 7.382 6877 5784 4826 3118 0.782
p- [0.014] [0.032] [0.024] [0.032] [0.055] [0.089] [0.210] [0.676]
value

Notes: & denotes quarters ahead growth and [ the lag of the spread employed. Numbers
in parentheses are Newey - West standard error estimates. s.e denotes the residual standard
error. Thesup LM statistic of Andrews (1993) was ca culated using mg = 0.20 where g
indicatesthat thefirst subsampleis of size 7' and thelast subsampleisof size T'(1 —p).
The dimension of the parameter vector tested for stability is p=1 (the dope parameter), and
the 5% asymptotic critical value from Andrews (1993, p. 840, TABLE ) is: 8.45. Conse-
quently, one asterisk indicates statistical significance at the 5% level. The row named “ Date”
gives the sample date at which @) the sup LM datistic was obtained b) the LM gatistic was
calculated.

Table 2. Searching for the appropriate lag in candidate
threshold variables

k 1 2 3 4 5 6 8 12
S.-q d: |9 9 9 9 9 9 9 7
wig—qg d: |9 9 9 9 9 9 9 9
woi—q d: |9 9 9 9 9 9 9 9
wii—qg d: |9 9 9 9 9 9 9 8
Ay, g d: |10 10 10 7 10 10 10 9
Agyr—g d: |9 9 9 9 9 9 9 8
t—d d: |0 0 0 0 0 0 0 0

Notes: the table reports the delay lag d which produced the minimum (across d)
valuein problem (13)
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Table 3.

Testing the null hypothesis of no threshold behavior. F' - statistic

k|1 2 3 1 5 6 8 12
s._4 | [0.049] [0.268] [0.259] [0.217] [0.240] [0.172] [0.311] [0.880]
witq | [0.096] [0.269] [0.198] [0.090] [0.060] [0.068] [0.281] [0.794]
was—q | [0.190] [0.339] [0.211] [0.111] [0.104] [0.160] [0.412] [0.773]
wss_a | [0.217] [0.323] [0.213] [0.093] [0.101] [0.145] [0.400] [0.834]
Ay,_q | [0.547] [0.205] [0.075] [0.194] [0.081] [0.157] [0.434] [0.632]
Aqy_q | [0.018] [0.024] [0.020] [0.011] [0.021] [0.078] [0.275] [0.235]
¢t | [0.008] [0.014] [0.001] [0.012] [0.017] [0.023] [0.107] [0.154]

Notes: Numbers in squared brackets are p-values for the F’ statistic testing the
null hypothesis of no threshold. The lag d of the threshold variabl es was chosen
according to table 2. Bolded types denote statistical significance at the 10% or
lower significance level.

Table 4. Threshold model (2). Threshold variable: ¢. Dependent
variable Ayf

k: 1 2 3 4 5 6

ao 092 154 155 169 169 173
(037) (0.18) (0.15) (0.12) (0.12) (0.11)

a1 187 147 141 127 123 115
(0.26) (0.15) (0.12) (0.10) (0.10)  (0.09)

bo 216 226 239 248 230 232
(0.30) (0.36) (0.29) (029) (0.24) (0.22)

b, 021 003 -004 -008 001 000
(021) (0200 (0.16) (0.16) (0.13) (0.12)

¢ 56 92 92 92 91 91
Date: 1983:4 1992:4 1992:4 1992:4 1992:3 1992:3

s.e 212 151 1.20 1.06 0.98 0.91

Notes: Numbersin parentheses report standard errors. Equation standard error is
reported inrow “ s.€”. Therow named “ Date” contains the break dates according
to the threshold estimate ¢.
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Table 5. Threshold model (2). Threshold variable: Ay 4. De-
pendent variable Ay*

k: 1 2 3 4 5 6

ao 220 209 206 242 243 242
(0.30) (021) (017) (0.18) (0.17) (0.16)

a; 028 029 027 000 001 003
(021) (015 (0.12) (0.13) (0.12) (0.11)

bp 093 105 121 147 150 154
(0.41) (031) (025 (015 (0.14) (0.13)

b, 181 174 159 124 104 097
(033) (023) (0.19) (0.12) (0.11) (0.11)

¢ 473 3.38 3.29 3.38 3.38 3.38

s.e 212 152 1.23 1.05 0.98 0.91

Notes: Numbers in parentheses report standard errors. s.e denotes equation
standard error. ¢ isthe estimated threshold
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Table 6. Out-of-sampl e forecast evaluation results

Models
Linear Nonlinear (threshold variable)
(t) (A4yio)
MSPE (k=1) | 511 448 3.67
MAPE (k=1) | 183 156 1.48
S(k=1) -1.58 -1.58
DM (k=1) -0.61 -2.07*
MSPE (k=2) | 347 182 2.04
MAPE (k=2) | 148 103 1.06
S(k=2) -2.21* -3.44*
DM (k =2) -2.39* -2.05*
MSPE (k=3) | 288 152 173
MAPE (k=3) | 140 0091 1.00
S(k=3) -3.10* -2.60"
DM (k =3) -2.35* -2.01*
MSPE (k=4) | 223 133 1.38
MAPE (k=4) | 120 0.88 0.93
S(k=14) 0.00 -0.75
DM (k =4) -1.85 -1.67
MSPE (k=5) | 193 116 1.03
MAPE (k=6) | 111  0.83 0.81
S(k=75) -0.62 -2.39*
DM (k =5) -1.44 -2.26*
MSPE (k=6) | 1.73 112 0.96
MAPE (k=6) | 1.07 081 0.78
S (k= 6) -1.52 -3.55*
DM (k =6) -1.30 -2.59*

Notes: The minimum value within each row for the MSPE and MAPE
criteriais in bold type. * Indicates that the forecasts regject the null
hypothesis of equality at the 5% significance level.
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Table 7. Probit estimation results 1970:1 - 2000:4
PrXe =11z, 5, Xe-#] = F(Bo + 81554 + Bys{%5 +1Xe-a)

| Be B B 5 PR?
Model (9) | -1.03 -127 -0.45 0.46
(0.23) (0.32) (0.18)
Modd (10) | -0.99 -1.97 -059 -14.77 0.62
(0.32) (0.45) (0.25) (0.70)

Notes: Numbers in parentheses report robust (QML) standard error
estimates. Robustness refers to the underlying distribution employed.
P R? isMcFadden's pseudo R
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