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Comments on:
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F. Javier Gir 6n and Elias Moreno

We would like to thank the editor of RACSAM, Professor Manuépez Pellicer, for the opportunity
he is offering to us of discussing this paper, and to contaBerger, Bernardo and Sun for an interesting
and thought provoking paper.

The paper is motivated by the observation that the uniforior for R, sayw(R|N) = 1/(N + 1),

R =0, ..., N, gives poor results. It is shown that the posterior prolitgitihat all the N elements of
the population are conforming, conditional on the event #ilathe observec: elements in the sample
are conforming, is very small fav large, whatever moderate the sample sizghould be. Then, a more
reasonable priofr(R|M) is provided on the ground of being compatible with the Jg#rprior for the
paramete# of the Binomial limiting distribution with paramete(s, 0), wheref = limp_.oc, N oo R/N.
We enjoyed reading this clear argumentation.

However, in the abstract it is recognized thBaYyesian solutions to this problem may be very sensitive
to the choice of the prior, and there is no consensus as toppeoariate prior to use’ It seems to us that
the natural consequence of this assertion —that we sharde-cisnsider a class of priors and reporting
their posterior answers, instead of considering the piostanswer for the single reference prior fBr In
this discussion we try to add the robustness analysis th&elés missing in the paper.

For simplicity we will consider the limiting Binomial disbution Bi(r|n, #), and the two problems
addressed in the paper. Firstly, the testing problem

Hy: 0 =1versusH; : § € [0,1],

conditional on the dataset = n, the event that all the elements of the sample -are Secondly, the
computation of the posterior predictive probability thateav observation is-, conditional on: = n.
The naive objective model selection formulation of thigitesproblem is that of choosing between the
reduced sampling model
M() : BI(TL|TL,9 = 1)

and the full sampling model with the Jeffreys prior thithat is

M - {Bi(n|n,9), 7’ (0) = %6—1/2(1 _ 9)—1/2}.

However, the Jeffreys prior does not concentrate its pritibamass around the null with the conse-
guence that those close to zero are privileged by the Jefrreys priors whendeompared with the null
@ = 1. This is not reasonable, and many authors claim for a diftepeior to be used for testing that
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should be concentrated around the null. See, for instamtiEeys (1961, Chapter 5)]), Glnel and
Dickey (1974) (P]), who note that this is the “Savage continuity conditioB&rger and Sellke (1987)F]),
Casella and Berger (1987{), Morris (1987) ([L2]), Berger (1994) (7]), Casella and Moreno (2009X).
The pointis how to define an objective class of priors thateaitrate mass around the null. Fortunately,
an answer to this question is provided by the class of iritrimsors (Berger and Pericchi 1996.], Moreno
et al. 1998 ([LO))). This objective class of priors has been proved to beleseemely well for model
selection in different contexts (Casella and Moreno 206p,(Consonni and La Roca 2008/}, Moreno
and Girdn 2008 ([1])). The intrinsic priors foid depend on a hyperparametetthat controls the degree of
concentration of the priors around the null, and it rangesft to n, so as to not exceed the concentration
of the likelihood ofé (Casella and Moreno 20095)). For the above model selection problem standard
calculations render the intrinsic prior class as the seetd distribution®Be(m + 1/2,1/2), thatis

I'(m+1)
I'(m+1/2)'(1/2)

7l (0)m) = o1 —0)"V2 m=1,2,...,n.
Therefore, in the above model selection problem the Jeffpeior should be replaced with the intrinsic
prior, andM, should be compared with

M, : {Bi(n|n, ), 71 (8m),m =1,2,...,n}.

We note that as» increases the intrinsic prior concentrates more arounduhie Certainly, when the null

is compared with models located in a small neighborhoodehtlil, one expects from the model selection

problem an answer with more uncertainty than when the ngthiapared with models located far from it.
The posterior probability of the null for the intrinsic pr&is given by

F(m—i—l)F(n—l—m—i—l/Q})_l mel . .m

Pr(All + |n,m) = (1 12Tt m+1)

Likewise, the posterior probability that a new observato# , conditional onr = n, is given by the total
probability theorem as

1
Pr(+|n7 m) - Z Pr(+|MZa n, m)P(MZ|n7 m)v
1=0
wherePr(+| My, n,m) =1, and

n+m+1/2

Pr(+|Mi,n,m) = Tl

Example 1 Assuming that the gapagos population in the island is large enough, we obtaat th

r{nn . Pr(All +|n =55,m) = Pr(All + |n=55,m = 55) = 0.586,

and

.....

while
Pr(+|n = 55,m) ~ 0.998

form=1,2,...,55.
This example illustrates something about robustnessshaéll known: the posterior probability of an
event is typically much less sensitive to the prior than #stst are. The posterior probability that a new

observation ist, conditional onr = n, that we have obtained is similar to that given in the papgrite
report for the testing problem given in the paper and thagmlyy us are rather different.
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This very fine paper is valuable because it produces chatigragd interesting results in a problem that
is at the heart of statistics. The real populations that oitcthe world are all finite and the infinities that
we habitually invoke are constructs, albeit useful but esalty artificial. Another reason for being excited
about the work is that it opens the way to further Bayesiadistuof the practice of sampling procedures,
where several features, and not just one as here, are beggfigated.

The authors make much use of the term ‘objective’; what dioisshean? My dictionary gives at least
two, rather different, meanings: “exterior to the mind” diaém”. The authors would appear to use both
meanings in the same sentence when they say, at the end wiSECA formal objective Bayesian solution
...is the main objective of this paper”. My opinion is thdtsthtistics is subjective, the subject being the
scientist analysing the data, so that the contrary positewds clarification. There is also a confusion for
me with the term ‘reference prior’, a term that | have queitedarlier discussions.

An unstated assumption th&t andn are independent, giveN, has crept into (2) wherBr(R | N)
should bePr(R | n, N). The assumption may not be trivial, as when the samplingguhor is to continue
until the first non-conforming element is found. Anotherwamption made is thalv is fixed, despite the
fact that, in the example of the tortoises, it is unknown. Widowelcome some clarification of the role of
the sampling procedure.

Perhaps the most interesting section in the paper is 3, wherase of Jeffreys’s prior (12), or (13),
superficially very close to the uniform (roughly2 a confirmation and /2 non-confirmation) gives such
different results from it. For example (20) can be writte{ £,,) = gxié. Thus Jeffreys gives the same
result as Laplace but fawice the sample size. Again in the hierarchical modglAll + |n, N) is about
/n/N, equation (13), whereas with the uniform it is abeyifV, equation (9), the larger value presumably
being due to the prior of attaching higher probability than the uniform to valuesmeaWe therefore
have the unexpected situation where an apparently smaigehia the prior results in an apparently large
change in at least some aspects of the posterior.

There are many issues here that merit further study and wedhe grateful to the authors for the
stimulus to employ their original ideas to do this.

DennisV. Lindley

Royal Statistical Society’s Guy Medal in Gold in 2002.
University College London, UK

ThonmBayes@ol . com
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Brunero Liseo

| really enjoyed reading the paper. It shed new and cleat tighome issues which stand at the core of
the statistical reasoning.

In standard statistical models, where the parameter spacstibset dR* for some integek, reference
priors, and to some extenigeffreys’ priors offer a way to find a compromise between Bayesian and ckssic
goals of statistics. Usually such a solution lies at the loauy of the Bayesian world, i.e. the objective priors
to be used in order to gepodfrequentist behaviour are in general improper. A remaikatception is
however the objective prior for the probability of succéss a sequence of Bernoulli trials.

Finite populations problems can hardly be approximatediyrdinite population” scenario and, apart
from the computational burden, difficulties arise in figgrut what the “boundary of the Bayesian world”
would be in these situations. In other words, it is not clebether a compromise between Bayesian and
frequentist procedures is at all possible in finite popalai This paper is then welcome in providing some
evidence that, at least, an objective Bayesian analysisatf class of problems is indeed meaningful.

In the rest of the discussion | will focus on thew of natural inductionthat is how to evaluate the
probability that all theN elements in a population are conforming, given that allsthelements in the
sample are. LeR be the unknown number of conforming elements in the popnati

The Authors criticize the use of a uniform prior f& and argue that a version of the reference prior,
based on the idea of embedding (Berger, Bernardo and Suf,(RQ)), provides more appropriate results.
| agree with this conclusion, although the differences artednamatic. Both uniform and reference priors
for R are “symmetric around/2"; besides that, the hypothesis= N does not play a special role: for
instance, the two hypothes&s= N andR = 0 are given the same weight under both priors; also the cases
R = N andR = N — 1 have approximately the same prior (and posterior...) fitibaboth under the
uniform and the reference prior. These conclusions areptyfreasonable for an estimation problem when
no prior information onR is available. However, the Authors argue that the smallevafiPr(All + |, N)
“clearly conflicts with the common perception from scietstifhat, asn increasesPr(All + |n, N') should
converge to one, whatever the value\omight be”. This is the crucial point and brings into the discussion
the role of models in Statistics. The uniform and the refeegprior approaches are not able to catch the
idea thatR = N and R close toN may be two dramatically different descriptions of the pheraon:
if we are interested in the number of individuals in a pogatawhich do not show a genetic mutation,
R = N would imply the absence of the mutation with completelyetiéint scientific implications from
those related to any other value Bf

If the hypothesisR = N has a “physical meaning” then | would have no doubt that threecd anal-
ysis to perform is the one described in Section 4. This aislysuld make Jeffreys and other objective
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Bayesians happy, since it clearly distinguishes betweemstiditistical “meaning” of the hypothedis= N
and the meaning of other hypotheses, suckasOor R = N — 1.

In such a situation, formula (28) (or 26) seems a perfectipoeable “objective Bayesian” answer to
the Law of Natural Induction: it is monotonically increagim n for fixed N and monotonically decreasing
in N for fixed n.

So the final question is: can we consider all the scientificsjoes equivalent to those leading to for-
mula (28)? Should not we take into account ttlenmon perception from scientists a guide to choice
the best statistical formalization of the problem? To méleegoint, what happens if a reasonable working
model in a specific application, is of the typg ‘tlose toN”? This is not an infrequent situation; consider,
for example, surveys on human or animal populations in daldetect the presence of rare events. In such
cases, strong prior information abadtmight be available and one would rather prefer to perfornferre
ence analysis conditional on some partial prior informatedong the lines of Sun and Berger (1998)[
Reference priors with partial informatioBjometrika[2]).
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1 Introduction

Berger, Bernardo and Sun’s thought-provoking paper offeBayesian resolution to the difficult philo-
sophical problem raised by inductive inference. In a ndtstie philosophical problem plaguing inductive
inference is that no finite number of past occurrences of antesan prove its continuing occurrence in
the future. It is thus natural to seek probabilistic reaasoe for our instinctive feeling that an event re-
peatedly observed in the past must be more likely to recur #8maevent that happened only infrequently.
Consequently, as the authors note, the “rule of successind’the “natural law of induction” have en-
gaged the attention of philosophers, scientists, mathelaas and statisticians for centuries. And rightly
so because—despite philosophical qualms about inductsmierce cannot progress without inductive in-
ferences. The vintage of the induction problem testifiesstalifficulty and the pervasiveness of inductive
inferences in science reinforces our ongoing efforts tengithen its underlying logic and fortify its foun-
dations through statistical reasoning. These circumstnecessitate diverse approaches to establish a
rigorously justifiable framework for inductive inference.

Berger et al. have made a sophisticated contribution toiti@iure on rigorously justifying inductive
inference, and they have innovatively illuminated an iflious path blazed by none other than Laplace
himself. At the risk of appearing mean-spirited, my main ptaint with their solution is the technical
virtuosity demanded by their methodology. The mathembticaplexities of finding a reference prior are
daunting enough to dissuade all but the most lion-heartgdmturing on the search. Given the importance
of the problem that Berger et al. address, it may be wortrentbidredge up an existing solution that seems
to be unknown in the statistics literature. In that spiritill discuss an alternative approach that produces
one of the key results that Berger et al. derive through tleé@rence prior. My approach has the merit of
being considerably simpler and more flexible at the expehgessibly not satisfying all the four desiderata
listed in Bernardo (2005) 7]) for objective posteriors, but it does quickly produce atcal result in Berger
et al. and offers insights into the value of additional regions—an issue that lies at the heart of inductive
inference and scientific inquiry. First a few thoughts onrilevance of replications to the topic at hand.
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2 Inductive inference and replications

Bernardo (1979) {]) defines a reference posterior in terms of limiting op@erasicarried out on the amount
of information about the unknown parameter, obtained fralrcessive independengplications of an
experiment. Bernardo’s definition of reference priors tigloreplications resonates well with a key guiding
principle of good scientific research. Replications aretikart and soul of rigorous scientific work—
findings that are replicated independently by investigaincrease our confidence in the results (Cohen
1990 (M])). Thus, replications play a fundamental role both in thatimematical definition of a reference
posterior and in the scientific process. Clearly, replaraiare intimately related to inductive inference. It
would thus seem conceptually attractive, if, as a by-prodtimodifying the Laplace Rule of Succession
to strengthen its logical basis, we are also able to figuréhmubptimal informational role of replications.

3 Improving the Laplace rule of succession

Using areference prior: The solution proposed by Berger et al. to the limitationshefltaplace Rule
of succession is displayed in equations (20) and (27) of treger. Using their notation, the authors’ result

is that: /
n+1/2
w(En) = 1

mu(En) = =~ 1)
which yields faster convergence to unity than the Laplacke Rlihe Laplace Rule yields the probability
mu(Ey) = Z—ié T_o obtain equatlonl(_), Berger e_zt al. use a hyper_geometrlc moo_lel (equgmon (Zl_l)errt
paper) together with the reference prior shown in equati@y ¢f their paper. Equation (13) is obtained by
using the Jeffreys prior (equation (12) in Berger et al.)anjanction with an asymptotic argument which is
justified on the basis of exchangeability, as the authore Bhown elsewhere. Their logic is sophisticated
and beautiful but the price paid for such beauty is that tealtent derivations are arduous. Indeed, Berger
and Bernardo (1992) 1]) themselves admit that the general reference prior metisdgipically very hard
to implement.” Under these circumstances, perhaps thelsdar a simpler approach is defensible and

meritorious of some attention.

Using a beta prior: In Raman (1994) ({]), | show that the following rule of succession generalitres
Laplace Rule. Suppose thats the probability that a scientific theory is true, and asstinat the prior for
pisBe(p| «, §); if we subsequently obtaim’ confirmations of the theory, then, using the notatiQ(F,, )
to suggest its beta-binomial roots, the probability of obisg an additional confirmation is given by,

a—+n

aiiin @)

bn(Ey) =
Equation @) follows easily from a result in DeGroot (1975], p. 265) guaranteeing equivalence of
the sequential updating d&e(p | «, 3) with the updating oBe(p | «, 3), conditional on having observed

“n” successes. The Jeffreys priffp) = %\/ﬁ 0 < p < 1, is a special case resulting from the choice
pll—p

o = (3 = 1 in the priorBe(p| «, 3). For that choice of prior, equatio@)reduces to the equation (20) of

the Berger et al. paper:

n+1/2
n+1

Fora=p5=1/2, bn(En) = 3)

Polya (1954) (f]) recommends a number of properties that an “inductiotifjusg” rule ought to
have—and the beta-binomial rule (equati@hgbove) exhibits those desiderata.

Using a general prior, not necessarily beta: It would be natural to object that the above deriva-
tion is driven by a specific prior—the Beta distribution. Hmwer, in Raman (2000) ]), | show that a
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generalized rule of succession can be obtained for a getlasal of priors which includes the Beta distri-
bution as a special case. The generalized rule of succassioes as special cases, the original Laplace
Rule, the Beta-Binomial rule and the rule derived in Bergealethrough a reference prior. The exact
result is the following: ifg(p) is a prior density function with a convergent Maclaurin seriepresentation
g(p) ~ > .0 aip’, then, using the notation, to denote the rule of succession under this general prior

density,
L+ 1
>0

As special cases,y = 1, a; = 0,7 > 1, yields the Laplace rule of succession, the choice;ds the
coefficients in a power-series expansioBefp | «, 5) results in the beta-binomial rule, which includes, as
a special case, the rule of succession for the Jeffreys’ genved in Berger et al. through a reference prior.
Clearly,g,, may be viewed as a linear combination of beta-binomial rafesiccession or, with equal right,
as a linear combination of Laplacian rules of succession.

From an applied perspective, the Beta density’s flexibditg tractability make it an attractive choice for
a prior; from a theoretical perspective, the above restlbsvghat it suffices for the purpose of generating
a more plausible rule of succession than the Laplacian amié, in fact, yields results that are identical to
Berger et al. Finally, although | do not delve into the topérdy the Beta prior permits derivation of an
adaptive controller that shows the value of performing aditaahal replication as a function of our prior
beliefs about the theory, the accumulated evidence in fai/tie theory, the precision deemed necessary
and the cost of the replication (Raman 1994))([

Using the Jeffreys’ reference prior in Berger et al.: | should remark on the following property of
the Jeffreys’ reference prior which appears somewhat odadetoWhenN = 1, it assigns a probability of
0.50, for R, which makes sense. Furthermore Ms— oo, the probabilityr,.(R | N) for R = N, tends
to 0 —a result which is attractive. However a&increases, at intermediate valueshof the behavior of
(R | N) is somewhat odd foR = N. Let me explain.
Consider equation (13) in Berger et al.
I'R+3)I'(N—-R+1)

1
m(RIN) = r TRy FE OV (13)

SoR = N implies
TN +3)T(E)
I'(N +1)

Consider the behavior of the above functiongrows large. The first derivative of.(N | N) is a
complicated expression involving the polygamma functhart,if we plotz,.(N | N) as a function of N,
then we obtain insights. Plotting the function in Mathematas a function ofV (see Figurel), we find
that,.(IV | N) at first drops very steeply but that the rate of decline slomsrddramatically forN > 20.
For example, fol 00 < N < 200, the probability drops from.056 at N = 100 to 0.039 at N = 200.

Thusm,. (N | N) is insensitive to new information for large but finite valwésV, which is the case that
would be of greatest pragmatic interest in scientific thetlesting. It would be useful if the authors could
comment on the significance of this property for natural otgtun.

1
m(RIN) = =

4 Conclusion

My thoughts on the elegant analysis of Berger et al. are didyean entirely applied perspective. Conse-
qguently, | seek the most parsimonious and mathematicaltyable route to model-building. The alternative
approach | have described lacks the technical sophisiitathd mathematical rigor of the authors’ refer-
ence prior approach—its primary justification is its easeis# and pliability at addressing a broader set
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Figure 1. m.(N | N) as a function of N.

of issues (such as the development of an optimal contraléatance the tradeoffs involved in replicat-
ing experiments). | realize that these broader issues areeuessarily relevant to the authors—but even
so, | would argue that the authors may benefit from thinkingualhow reference priors can address these
guestions better than my naive approach based on a matbaligatonvenient family of conjugate priors,
because their reflection on the applied concerns | havedraseald lead to new results that would broaden
the scope and scientific impact of reference priors on rebeas across multiple disciplines.

In conclusion, | applaud the authors for their innovativelagation of a powerful new technique to an

important and vexing problem of ancient vintage, and hop¢ sbme of their future work on reference
priors makes the methodology less mysterious, therebgmhisgting their ideas to a wider audience and
paving the way for new applications based on referencegrior
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This is a quite welcomed addition to the multifaceted litera on this topic of natural induction that
keeps attracting philosophers and epistemologists as amistatisticians. The authors are to be congratu-
lated on their ability to reformulate the problem in a nevhtithat makes the law of natural induction more
compatible with the law of succession. Their approach trrttore emphasize the model choice nature of
the problem.

First, | have always been intrigued by the amount of attengiaid to a problem which, while being
formally close to Bayes’ own original problem of the binohpasterior, did seem quite restricted in scope.
Indeed, the fact that the population siXeis supposed to be known is a strong deterrent to see the proble
as realistic, as shown by the (neat!) Galapagos example. mglyduestion is then to wonder how the
derivation of the reference prior by Berger, Bernardo, and &xtends to the case whéhis random, in
a rudimentary capture-recapture setting. An intuitiveicddor 7,.(N) is 1/N (sinceN appears as a scale
parameter), but is

OB rr+1/2T(N-R+1/2) 1
(N ) RI(N — R)! N

n

summable in bottR and N? (Obviously, improperness of the posterior does not oamua fixed N .)

As exposed in the paper, one reason for this special focuatonatinduction may be that it leads to such
a different outcome when compared with the binomial sibratiAnother reason is certainly that Laplace
succession’s rule seems to summarise in the simplest p@gsidblem the most intriguing nature of infer-
ence. And to attract its detractors, from the classical Hsifi&48) ([1]) to the trendy Taleb’s (2007) 4])
“black swan” argument (which is not the issue here, sincéeltleck swan” criticism deals with the possi-
bility of model changes).

Second, the solution adopted in the paper follows Jeffragproach and I find this perspective quite
meaningful for the problem at hand. Indeed, whilecan be seen g3V — 1) + 1, i.e. as one of thé/V + 1
possible values foR, the consequence of havidtequal to eithefV or 0 lead to atomic distributions for the
number of successes. Thus, to distinguish those two valorsthe other makes sense even outside a testing
perspective. In Jeffreys’ (1939) original formulationtihextreme value$) and N, are kept separate, with
a prior probabilityk betweenl /3 and1/2. | thus wonder why the authors moved away from this original
perspective. The computation for this scenario does nah seech harder since, (0| N) = f(N) as well
and the equivalent of (22) would then be
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(Al +|n, N) = <1 1 —k2k: f(ln)—ZJ”Q{f\(fJ)\f)>_ ’

which is then(1 + 0.5f(n))~! for NV large. In this case, (24) is replaced wifn/(\/n + 2/+/7), not a
considerable difference.

In conclusion, | enjoyed very much reading this convincinglgsis of a hard “simple problem”! It is
unlikely to close the lid on the debate surrounding the prohlespecially by those more interested in the
philosophic side of it, but rephrasing natural inductiomasodel choice issue and advertising the relevance
of Jeffreys’ approach to this very problem have bearing®hdyhe “simple” hypergeometric model.
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Comments on:
Natural Induction: An Objective Bayesian Approach

Raul Rueda

According to the authors: “The conventional use of a unifgmior for discrete parameters can ignore
the structure of the problem under consideration”. Thisivates the introduction of a hierarchical structure

p(R|N) = /01 Bi(R| N, 0)Be(6]1/2,1/2) 6,

whereBi(R | N, 6) is the binomial ditribution with parametef/, ) andBe(f | 1/2,1/2) is the reference
prior for @ in this case.

However, it must be pointed out that the assumption of exgéability to justify the hierarchical struc-
ture is also valid for the uniform prior, by replacing tBe(0 | 1/2, 1/2) distribution with a uniform in0, 1)
yielding as a priop[R] = 1/(N + 1).

Anyway, the referencBule of Succession is essentially the same as Laplace’s, but there is a difteren
in 7[All+ | n, N] whenn is small compared wittV. This difference disappears when— N.

Even though the authors find equations (9) and (11) to be “dtiaaily different”, suggesting a contra-
dictory behaviour, this is perfectly possible for examjatethe case of rare events, such a finding a person
who suffers from a desease with a prevalence of one in a millibthe conforming event is the absence
of the desease, then there is a high probability that we wbserother conforming element given that all
elements in the sample are conforming. At the same time,ritegpility that all are conforming is close to
zero, so in this case (9) and (11) are both valid, and the hetraof (22) becomes more difficult to accept.

Rall Rueda

Departamento de Probabilidad y Estadistica,
Universidad Autonoma Nacional de Mexico,
Mexico

pi nky @i gra. i i mas. unam nx
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Berger, Bernardo, and Sun (BBS) briefly allude to exchanijgaim their paper. Since | personally
find this the most natural way to view these types of questiomsgin by discussing their results from this
point of view.

SupposeXy, ..., Xy is a finite exchangeable sequenceé)sfandls with respect to a probability.
The simplest such probability assignment is the one cooradipg to an urrl/z y with N balls, R 1s
andN — R 0s, where we drawn the balls out at random without replaceni@smote this hypergeometric
probability assignmentbffr . If Sy = X1 +---+ Xy andpr = P(Sy = R), then by exchangeability
P =73 ,prHRg n. Call this the finite de Finetti representation.

In general a finite exchangeable sequeRge. . ., Xy cannot be extended (and remain exchangeable),
but if it can be indefinitely extended then it admits an inéégepresentation: for some probability measure
Q@ on the unit interval one has

P(Sy=R)= /01 (Z)pR(l —p)N " dQ(p);

this is the celebrated de Finetti representation theorem.

Thus P can be thought of arising in two apparently different, buuatty stochastically equivalent
ways: 1) choose @-coin according ta), and toss itV times, or 2) choose an uliz v according tpg,
and then draw the balls out at random from it without replaeein

In Laplace’s famous 1774 paper he took the first route, adgpiie flatdQ(p) = dp. This special prior
has, as BBS note, the interesting properties gy = R) = 1/(N + 1), for0 < R < N; and for any
n <N, P(Xp41=1|S, =7) = (r+1)/(n+ 2); the “rule of succession”.

The classical Laplacean analysis raises a number of questioe nature of (presumably some form
of “physical probability”); the implicit presence of an (aast in principle) infinitely extendable sequence;
and exactly what is meant by Laplace’s idea of sampling wéiblacement from an infinite population.
So it was perhaps inevitable that someone would eventusiiyabout the corresponding state of affairs if
you sample without replacement from a finite population aa#terthe natural assumption that all possible
fractions of0s andls are equally likely.

Thisiswhat C. D. Broad did in 1918. But as the Bible tells ukgefe is nothing new under the sun”. The
analysis of sampling without replacement from a finite pafiah, using a uniform prior on the fraction of
“conformable elements”, had already been carried out ni@ne & century earlier, by Prevost and L'Huilier
in 1797! In their direct attack on the problem it is necesgarprove a not entirely trivial combinatorial
identity in order to establish the rule of succession; sethiiater (1865 (]), pp. 454-457), Zabell (1988).
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The result was a surprise: as Prevost and L'Huilier notesuteeof successiofy+1)/(n+2) (for a sample

of sizen from a population of sizéV) does not depend oN, and is the same of Laplace’s! As Todhunter
remarks, “The coincidence of the results obtained on thedifferent hypotheses is remarkable” (1865,
p. 457).

But in fact it is not remarkable; from the perspective of tmétd de Finetti representation one does not
need to evaluate a tricky combinatorial sum, nor is the ddernce of the rules of succesion in any way
surprising. A finite exchangeable sequeri€g ..., X, is completely characterized by the probabilities
pr = P(Sy = R); and so whether the process is generated by first pickiagrandom from the unit
interval and then tossinggacoin IV times, or by randomly selecting an urix n and then drawing its balls
out one at a time without replacemegitu get stochastically identical processes (because in both cases
P(Sy = R) =1/(14 N)); it's not just that the rules of succession coincide éuatything is the same!

It is interesting to trace intellectual dependencies. Brd®24 ([L]), Section 3) attributes his “interest
in the problems of probability and induction” to W. E. Johnga Cambridge logician who derived Carnap’s
“continuum of inductive methods” more than 20 years befoaen@p did); and Broad’s 1918 analysis was
in turn an important influence on Sir Harold Jeffreys, whéstak that “It was the profound analysis in this
paper that led to the work of Wrinch and myself” (Jeffreys619p. 128).

One of the reasons Broad’s paper made such a splash at theaisrtés noting that although (under the
uniform prior) the probability that the next crow will be lelg given alln crows to date have been black, is
nearly one ifn is large,(n + 1)/(n + 2), the probability thagll crows (in the finite population aV) are
black, given the: so far are black, is small for < N, namely(n + 1)/(N + 2).

This property was seen as a problem for any attempt at a matfeatexplication of induction, and led
Wrinch and Jeffreys to write their papers. As BBS note, inisad.2 of his book Jeffreys makes the natural
suggestion to allocate some initial probabilibgependent of NV to natural laws. BBS say “The simplest
choice is to letPr(R = N) = 1/2”; but as far as | can tell, Jeffreys usually puts the caBes N and
R = 0 on an equal footing. So | would have liked to have seen sontkedudiscussion of this suggestion,
which clearly treats the cases asymmetrically (since ofs®if P(R = N) = P(R = 0) = 1/2, this
would account for all the probability).

There is, however, an interesting historical precedentviewing matters from such an asymmet-
ric perspective. The Reverend Dr. Richard Price, in hisufision at the end of Bayes’s famous essay
(Bayes, 1764), considers the application of Bayes’s redalthe problem of induction. Bayes’s version
of the rule of succession is different from Laplace’s (Bayesle is1 — 2~ ("*+1), a different answer to a
different question), but the point here is when Price thioke should start counting. Bayes’s results, he
tells us, apply to

[Aln event about the probability of which, antecedentlyrials, we know nothing, that it has
happenednce, and that it is enquired what conclusion we may draw from kemith respect
to the probability of it's happening on a second trial.

Note the requirement that the event will have already oeclamce. Why? Imagining “a solid or die or
whose number of sides and constitution we know nothingGeéPexplains:

The first throw only shews théthasthe side then thrown ... . It will appear, therefore, thifsdr
the first throw and not before, we should be in the circum&amequired by the conditions of
the present problem, and that the whole effect of this thrawld be to bring us into these
circumstances. That is: the turning the side first thrownny subsequent single trial would
be an event about the probability or improbability of which would form no judgment, and
of which we should know no more than that it lay somewhere betwnothing and certainty.
With the second trial then our calculations must begin ... .

This leads Price to consider the famous (or infamous exaMpliethe rising of the sun:

Let us imagine to ourselves the case of a person just browogtht into this world and left
to collect from his observations the order and course of tswethat powers and causes take
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place in it. The Sun would, probably, be the first object thatild engage his attention; but
after losing it the first night he would be entirely ignorartiather he should ever see it again.
He would therefore be in the condition of a person making & éixperiment about an event
entirely unknown to him. But let him see a second appearanceeareturn of the Sun, and an
expectation would be raised in him of a second return ... .

| take it that one would adopt a reference prior only abselns$tsuntial background information. The in-
terest of Price’s remarks is they address in a serious wahqug that being the case, epistemic asymmetry
might still be natural. So, as indicated earlier, | wouldénheen interested to see further discussion in BBS
of when the assignme®®(R = N) = 1/2 is appropriate. If, for example, | am a doctor trying out a new
procedure or drug, then would | not want some “Jeffreys®lgor probability assigned to both extremes?
Is the reference prior assignmentlg2 most appropriate in “Price-like” situations?

One final question for BBS. Suppose there @ate 3 possibilities (say:, b, ¢) rather than just the two
of conforming and non-conforming. Just as seeinguétus far should increase the probability that all
elements of the population asg so too seeing, say, ontyandb but noc should increase the probability
that there are ne in the population. In general there a&& ! sub-simplexes to which one would like to
assign some positive probability. What would be the refeegorior approach in this case?

In any case | would like to complement the authors on a mostésting and stimulating paper.
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