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ABSTRACT 
We consider the use of a finite population model for estimating the difference of  the means of two variables under a 
mechanism for missing observations.  The information available on the two variables is used for imputing the 
corresponding missing data. The proposed estimator is characterized by means of the expected squared error. Data from an 
environmental study are used for illustrating the performance of the estimator. 
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RESUMEN 
Consideramos el uso de un modelo de población finita para estimar la diferencia de dos medias bajo un mecanismo de 
observaciones perdidas.  La información existente sobre las dos variables es usada para imputar los datos faltantes 
correspondientes.  El estimador propuesto es caracterizado por medio del error cuadrático medido esperado.  Datos 
provenientes de un estudio medio ambiental son usados para ilustrar el comportamiento del estimador. 

 

1. INTRODUCTION 
The use of imputation techniques for dealing with missing information is a theme of actuality. See for 
example Chang et al. (2000), Chang- Huang (2001), Liu et.al. (2004), Rueda and González (2004), 
Rueda et al. (2006a and 2006b), Tsukerman (2004), Zhou et.al. (2001). Applications frequently pose 
to the surveyor the need of estimating a difference. The aims of the inquiry are to measure the same 
variable twice in the sampled units or two different variables are measured in them.  We use the finite 
population framework as the theoretical frame for estimating the difference,Δ, between the means of 
two variables X and Y.  
 
Lin  (1971) considered the existence of missing observations under the normality of the variables.  
Bouza (1983) considered the finite population case and derived an estimator of the difference of means, 
dropping the normality assumption and considering that the missing observations should be considered 
as non responses. 
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The main objective of this paper is to develop an estimator of the difference of means using the 
imputation proposed by Zhou et al.(2001). 
 
Section 2 presents the problematic of estimating the difference of two parameters and discusses the 
particularities of the difference of means.  Section 3 is concerned with the missing observation 
problem and the proposal of Zou et al. (2001).  The estimator proposed by Bouza (1993) is considered 
under the missing observation model.  Its bias is deduced and a bias corrected one is proposed.  The 
mean squared error is developed;  Section 4 is proposed to use  a Jacknife procedure for estimating it.  
Data from environmental studies are used for illustrating the behavior of the proposals by  computing 
the percent of samples in which the true parameter is covered by the  confidence intervals computed; 
 
2. ESTIMATION OF A DIFFERENCE 

Applications frequently pose to the surveyor the need of estimating a difference. The aims of the 
inquiry are to measure the same variable twice in the sampled units or two different variables are 
measured in them.  Some current examples of the need of estimating a difference in contemporary 
research are given below. 

An example in bioinformatics is the estimation of evolutionary distances between biological 
sequences they are the variables needed for phylogenetic tree inference, which provides the dataset 
for developing comparative genomics analyses.  Always the measurement is made over large sets of 
genes or proteins etc. The use of maximum likelihood needs of expensive computation as the 
datasets are commonly very large.  Dessimoz et.al. (2006) assumed the normality of the distance 
between homologs and the evaluation of them allow to estimate the difference of the distances in a 
triplet. Similar problems are posed in different papers where the estimation of a difference is present 
see the research of Guo et.al. (2006) as an example. 

Environmental studies need to obtain accurate measurement of different indexes. An important 
contemporaneous problem is described by the estimation of forest cover for effective management. 
The parameter of interest is the so called Normalised Difference Vegetation Index.  It is based on 
the computation of the difference in the same sites using information provided by satellite photos. 
Similarly the difference between the air and sea temperature, and other bioclimatic variables are 
measured in the same sites twice and the individual differences are computed. See for example 
Ghosh-Mukhopadhyay (1980), Owe-Urso (2002), Xiao et.al. (2003), Singh et.al. (2005),  

In sociology , psychology and other soft sciences the determination of differences between groups is 
a common task.  For example the estimation of the so called  consumer difference, achievements 
in education and other similar problems are based on the observation of the behavior of individuals 
under two situations or of matched pairs .  That is the common case in the study of student response 
and in general in the evaluation of behavioral differences when a certain treatment is applied to a set 
of persons in the before-after scheme or by using matched pairs. See the papers of Klemz (1999), 
Kulik et.al. (1998), Germain-Scandura. (2005). 
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In Agriculture we can mention the need of establishing the effect of two politics, to estimate the 
growth of vegetables or the increase in the weigh of animals, the production of milk, meat etc. 
Actually the prediction of the production using remote sensing poses the same problem: to select 
sites and to measure them twice for estimating the increases.  For example Xiao,(2003) needed to 
compute the estimated difference derived by two methods of cropland estimation as well as Cacace 
et.al. (2002) for evaluating storage policies..  

The need of estimating differences is present in the study of voting in elections, of consumer 
attitudes and in many other opinion polls.  Economical problems derive the need of estimating a 
difference as in audit, where the estimation of the difference of the results obtained in two audits is a 
common problem, see Wurst,et.al. (1991). 

Medical research commonly use the estimation of a difference for evaluating the effect of a new 
treatment based on the individual differences computing results.  The evaluation of blood pressure 
medicament control will be based on its measurement in the same patient before and after taking it.  
The same is valid for using a certain treatment.  A similar analysis is present when testing the 
reliability of two electrocardiograms systems etc.   Commonly a procedure generates the standard 
values (provided by a classic system or gold standard) and a new one generates alternative results in 
each individual in the study. The use of matched pairs is also frequent in these experiments.  The 
interested reader can see how the estimation of a difference is present in medical papers as Silverman 
et.al. (1982), Stevenson-Ward (2003), Martinelli et.al. (2004). 

Different statistical papers have considered the estimation of a difference  

Δθ= θ(X)- θ(Y) 

The variables of interest are X and Y and the parameters θ(X) and θ(Y) are defined by the particular 
problem.  The robustness of the estimation of the difference of location parameters under censoring 
has been studied by Basak (1993). More papers have been written considering that θ(Z)=μZ, Z=X, Y.  
That is when we deal with the difference of means 

 Δμ= μX -μY 

Different models for estimating the difference of means have been considered in the literature. 
Trybula (1991) considered this problem under an infinite population model. Alvo-Cabilio(1982), 
Hayre (1983), Chaturvedi (1986), Chou et.al. (1986), Mukhopadhyay-Darmanto 
(1988) and Mukhopadhyay-Sumitra (1994) considered the  use of a sequential procedures under 
distributional hypothesis . Kelley  (1977) combined sequential and Bayesian criteria for 
deriving a method for estimating the difference of means. A pure Bayesian approach was 
used by Rekab (1992) in the study of failure. Alvo-Cabilio (1989) assumed normality of the 
two variables and different sampling models were considered.  

It is surprising that the estimation of the difference for other parameters has not received so much 
attention by the statisticians. 
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We will consider the use of a finite population model.  The theoretical frame for estimating the 
difference can be described by considering a finite population U={1,…,N}. Defining a sampling 
design p(s), a convenient estimator should be derived  Δ*θ and its statistical properties are deduced.  
The sampling error (Mean Squared Error) 

MSM(Δ*θ)=E(Δ*θ- Δ*θ)2 

Is derived for measuring the accuracy of the estimator.  The practical problem is completely 
solved once we obtain an adequate estimator of MSM(Δ*θ). If Δ*θ  is unbiased  
MSM(Δ*θ)=V(Δ*θ), where ‘V’ stands for variance. Then the different particular problems can be 
model accordingly.  In this paper we will consider the case in which  
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Where ‘Cov’ is the covariance operator. 

As stated in the introduction our interest is to derive an estimator of the difference of means when 
observations are missing. 

4. MISSING OBSERVATIONS 

4.1 The missing observation and the non response model (MONR) 

Lin  (1971) considered the existence of missing observations when estimating the difference of 
means.  He considered that the sample s was partitioned in three mutually disjoint sub samples 

.s(1)={i∈s⏐ (X,Y) are measured} 

.s(2)={i∈s⏐ only Y is measured} 

.s(3)={i∈s⏐ X) is measured} 



 160

Therefore  we can compute only  
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His proposal was to use as estimator 
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The weights were determined looking for minimizing the variance, using the fact that the joint 
distribution of X and Y was a bivariate normal. The missing observations were generated by a 
random missing mechanism (RMM).  To measure both variables was considered too expensive.  
A random experiment determined which sampled units were assigned to each sub sample.  

Bouza (1983) considered the finite population case and derived an estimator of the difference of means, 
dropping the normality assumption and considering that the missing observations should be considered 
as non responses. That is, there was a refusal to give the information at the first visit. A second visit 
allowed obtaining responses from a subsample among the non respondents. The derived estimator was 
considered under three subsampling rules following the proposals developed in Bouza (1981).   It is  
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Where the mean of X (Y) in s(3) (s(2)) is obtained by resampling.   

We will reconsider the proposal of Lin (1971) under the finite population model but considering that 
there is a need of providing information on both variables in each sampled unit.  Some of the 
examples given in the previous section illustrate this need. We will consider some cases. For example 
the bio-informatician needs to have an idea of the difference of the distances in each triple for obtaining 
the whole tree; to give estimates by region of the Normalized Difference Vegetation Index, or the 
difference in the cropland in each site, is expected by the agency; to develop analysis of groups of 
students or patients is expected, hence the sociologist or the physician need to have an idea of 
difference of the response of each individual. Then we may consider that though observations may be 
missing and an estimation of the difference can be made, we need to have an approximate measurement 
of the two variables in each selected unit.  Hence it is not sufficient to use the approach of Lin (1971).  
The solution is to make imputations on the missing observations.  

4.2 The RMM model 
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The objective of this paper is to develop an estimator of the difference of means using the imputation 
proposed by Zou et.al.(2001). We will consider that for each unit a Bernoulli experiment with 
parameter p  is performed. If the random variable takes the value 1 the unit will not give a response to 
X (belongs to s(2)).  Otherwise the experiment is repeated and an exit determines that Y will not be 
measured (belongs to s(3)).  The unit is classified in s(1) and both variables will be measured.   
Therefore E(nj)=np, j=1, 2, 3. The estimator to be used is 
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We should made an imputation of X for every i∈s(3) and of Y for the units in s(2). The imputation 
procedure proposed by Liu et.al. (2005) fixes that 
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When z=x then c=y and vice versa.  Then the mean of the imputed values is 
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taking z=x if j=3 and z=y if j=2.  Using the estimator proposed by Liu et.al. (2005), for a sample 
with missing observations where this imputation is made, we have  
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Where rz  is the mean of Z in the respondents. Take q=1-p and N/N-1≈1.  The expectation of 

the estimator of the difference: 

srwrsrswrIsrswr yxd −=  

.is given by : 
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Its bias is easily derived using the results appearing in Liu et.al. (2005) as 
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Note that if UZ≈1, Z=X, Y, the estimator is almost unbiased.  Let us calculate the variance of 
dsrswr.   
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For deriving the variance of the estimator proposed by Liu et.al. (2005) the following lemma was 
use 

Lemma 1. (David-Sukhatme (1974)) Take a sample of size n from a finite population U, then for 
two non negative integers k and k’ holds that 
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This result holds for absolute moments too. Using this lemma,. Lemmas 2.2 and 2.3 of Zhou et.al.  
together with Theorem 2.3 of Zou et.al. (2001) we have that: 
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The covariance term is obtained by calculating  
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Performing the operations in the first term in brackets and denoting n1/n=w1 we have that it is 
equal to  
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The expectation of the members of Q are: 
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Summing these results and subtracting (4.3)  we have that  
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Therefore the variance of the estimator is approximately given 
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The mean square error is obtained by adding the square of (4.1) to V(dIsrswr ). 

MSE(dIsrswr )= V(dIsrswr )+ q[Ux-UY)-Uxμx –Uy μy}]2 

 

4 MONTE CARLO EXPERIMENTS 
 
A comparison of the MONR and RMM is made by considering data collected as a population U.  The 
estimations computed are considered as parameters.  We selected 1000 samples at random from the 
populations. The estimator of the variance was computed using the following Jacknife procedures: 
 
Confidence Intervals Jacknife procedure 
Fix T, ‘t=0’, ‘n’ 
Select a random sample s(t) of size n from the population  
While t<T do 
I(dNR )=0, I(dIsrwr)=0 
Compute dq, q=NR, Isrswr 
While i<n do 
Determine the J-sample s(i;t)=s(t)\{i} 
Compute dNR s(i;t) and dIsrswr s(i;t) 
Compute the Jacknife estimators 
D*qJ=∑i=1

n dq s(i;t)/n, q=NR, Isrswr 
VqJ =∑i=1

n (dq s(i;t)-D*qJ)2/n, q=NR, Isrswr 
Compute the Jacknife confidence interval 
IC(dq)=]dq-2Vq,J

1/2 , dq+2Vq,J
1/2[ 

If Δ∈IC(dNR ) then I(dNR )=I(dNR)+1 
If Δ∈IC(dIsrswr ) then I(dIsrswr)=I(dIsrswr)+1 
The empirical α’s are 
α(dNR )= I(dNR )/T 
α(dIsrswr )= I(dIsrswr)/T 
 
The values of α(dNR ) and α(dIsrszr) should be close to 0,05. 
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The data used for establishing the comparisons were selected for, data sets of different research where 
difference was computed. They ar:e: 
 

1. Characterization of leaching of elements from solid waste compost.  
The grab samples prepared from multiple grab samples using coning and quartering methods. The 
compost was collected   from composting facilities which was screened reducing the particles 
mechanically six times separated in a trammel and passed through a fine. The Type of grab were: 
composite from agriculture, composite from city horticultural gardens, grab from food markets, 
grab from schools and grab collected from households. The procedure is described in Tisdell and 
Breslin (1995). The population size was N=1 785. 
2. Study of acute inhalation risk assessment 
The state of the quality of the air before and after the implementation of security policies in a steel 
factory is studied. The assays were developed for the Salmonella Typhimirium to identify DNA 
damages after the exposure to toxic environmental stimuli.  The measurement methodology can 
be consulted at Ames et al. (1975).The sample size was N=955. 
 
The number of samples selected was T=1 000. Three sampling fraction s were used F=0.05, 0.10 
and  0.20.  The non responses on X and Y were generated using p=0.25. 

Table 1.1 F Plumb  content (µg/kg) 
                     F=0.05               F=0.10                 F-0.20 
Grab Data α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) 
Agricultural  0.72 0.67 0.81 0.82 0.83 0.84 
Horticultural 0.92 0.86 0.94 0.91 0.95 0.97 
Markets 0.90 0.92 0.91 0.90 0.94 0.93 
Households 0.82 0.79 0.90 0.92 0.95 0.93 
Schools 0.89 0.91 0.94 0.93 0.91 0.91 

 
Table 1.1 suggests that the increase in F determines a better behavior of  RMM.  Table 1.2 presents a 
similar pattern but the subsampling estimator has more stable behavior.  Tables 1.3-1.5 and 1,7 
suggest that the increase of F is more far more important for RMM. This fact seems to be a 
consequence of the high degree of variability of the particular metal in the compost.  The highest was 
for nickel with a coefficient of variation of 126% followed by cupper with 115%, chrome 106%  and 
zinc with 0.97% while plumb was associated with a 0.47% and cadmium with 0.57%.  The results 
obtained for iron in Table 1.6 are very stable for both estimators and its coefficient of variation was the 
smallest of all: 0.31%. 
 

Table 1.2. Cadmium content (µg/kg) 
                     F=0.05               F=0.10                 F-0.20 
Grab Data α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) 
Agricultural  0.91 0.88 0.92 0.93 0.92 0.94 
Horticultural 0.93 0.75 0.93 0.89 0.92 0.91 
Markets 0.92 0.83 0.93 0.92 0.94 0.95 
Households 0.92 0.89 0.92 0.94 0.94 0.96 
Schools 0.92 0.90 0.93 0.94 0.95 0.95 
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Table 1.3 Cupper content (µg/kg) 

                     F=0.05               F=0.10                 F-0.20 
Grab Data α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) 
Agricultural  0.85 0.89 0.85 0.91. 0.91 0.94 
Horticultural 0.91 0.84 0.91 095 0.90 0.95 
Markets 0.86 0.62 0.90 0.86 0.91 0.92 
Households 0.91 0.84 0.91 0.92 0.92 0.94 
Schools 0.90 0.81 0.91 0.91 0.93 0.93 
 

Table 1.4 Niquel content (µg/kg) 
                     F=0.05               F=0.10                 F-0.20 
Grab Data α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) 
Agricultural  0.87 0.78 0.90 0.85 0.92 0.90 
Horticultural 0.86 0.81 0.91 0.89 0.93 0.94 
Markets 0.89 0.74 0.92 0.85 0.92 0.92 
Households 0.87 0.85 0.90 0.91 0.910 0.93 
Schools 0.84 0.76 0.89 0.82 0.91 0.96 
 

Table 1.5 Zinc content (µg/kg) 
                     F=0.05               F=0.10                 F-0.20 
Grab Data α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) 
Agricultural  0.90 0.87 0.95 0.89. 0.93 0.93 
Horticultural 0.91 0.89 0.90 0.89 0.93 0.92 
Markets 0.91 0.88 0.92 0.92 0.94 0.93 
Households 0.91 0.82 0.91 0.94 0.92 0.95 
Schools 0.93 0.80 0.92 0.88 0.92 0.92 
 

Table 1.6 Iron content (µg/kg) 
                     F=0.05               F=0.10                 F-0.20 
Grab Data α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) 
Agricultural  0.91 0.87 0.92 0.89 0.93 0.90 
Horticultural 0.91 0.88 0.93 0.89 0.93 0.91 
Markets 0.92 0.87 0.93 0.90 0.94 0.93 
Households 0.92 0.89 0.92 0.91 0.94 0.92 
Schools 0.92 0.88 0.92 0.92 0.93 0.92 
 

The Table 2 presents the results for the differences of doses.  The increase in the dose levels 
diminishes the variability and again the stability of the observed frequencies of inclusion of the 
parameter is affected by it.  
 
5. CONCLUSIONS 
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The nonresponse estimator behaved very stable regardless of F.  The imputation based estimator 
depended more heavily of F. The empirical coverage probability of both estimators were affected by 
the variability of the variable studied. 
 

Table 1.7 Chrome  content (µg/kg) 
                     F=0.05               F=0.10                 F-0.20 
Grab Data α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) 
Agricultural  0.87 0.81 0.85 0.89. 0.90 0.91 
Horticultural 0.92 0.80 0.91 0.88 0.96 0.92 
Markets 0.91 0.75 0.91 0.91 0.93 0.92 
Households 0.91 0.83 0.93 0.92 0.92 0.91 
Schools 0.90 0.84 0.92 0.90 0.95 0.94 
 

Table 2. Difference in Salmonella essay mutant counts before and after quinoline exposure 
                     F=0.05               F=0.10                 F-0.20 
Dose 
(µg/plate) 

α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) α(dNR) α(dIsrswr ) 

0 0.91 0.8 5 0.93 0.91 0.94 0.92 
10 0.90 0.83 0.93 0.92 0.92 0.91 
33 0.89 0.91 0.90 0.92 0.93 0.92 
100 0.92 0.92 0.91 0.94 0.93 0.94 
333 0.91 0.92 0.92 0.93 0.94 0.93 
1000 0.93 0.89 0.94 0.91 0.96 0.91 
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